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Abstract

We study decision problems under uncertainty involving the choice of a rule

mapping states into actions. We show that for any rule, there exists an increasing

rule generating higher expected value for all payoff functions that are supermodular

in action and state. We present applications to problems of taxation, betting, and

price-discrimination in markets with demand externalities. We then consider rules

mapping noisy signals of the state into actions. Under some conditions, optimal

rules are increasing when (a) several agents are constrained to choose a single rule

or (b) the relationship between signal and state is ambiguous. Moreover, standard

informativeness criteria apply.

Keywords: monotone comparative statics, rearrangement, optimal taxation, price

discrimination, uncertainty, informativeness.

JEL Classification: C61, D71, D81.

1 Introduction

Many decision problems entail the choice of a decision rule; that is, a map from

observables (or states) into actions. We seek general conditions on the primitives

of the problem ensuring that some increasing decision rule is optimal.

Sufficient conditions are known for problems that are separable across states.

Suppose, for instance, that the state y has distribution F with support Y ⊆ R,

and the decision maker earns payoff u(x, y) from action x ∈ X ⊆ R when the state

is y ∈ Y . Assuming expected-utility preferences, the decision maker picks a map
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University of Oxford for helpful comments. Support by the German Research Foundation (DFG) through
CRC TR 224 (Project B02) is gratefully acknowledged.
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ψ : Y → X in order to maximise

∫

Y
u(ψ(y), y)dF (y).1 (1)

The main result of Milgrom and Shannon (1994) implies that if u has single-crossing

differences in (x, y) then, under mild assumptions, for any rule ψ there exists an

increasing rule ϕ such that u(ϕ(y), y) ≥ u(ψ(y), y) for all y ∈ Y .2 In particular,

∫

Y
u(ϕ(y), y)dF (y) ≥

∫

Y
u(ψ(y), y)dF (y) (2)

so the decision maker prefers ϕ to ψ. Then, (1) is maximised by an increasing ψ.

Many decision problems, however, do not amount to the maximisation of an ob-

jective of the form given in (1). This could be due one or more constraints delimiting

the set of admissible rules (Applications 1 and 4), to externalities (Application 3),

or non-expected-utility preferences (Application 5). Yet, as the applications below

show, we can often conclude that the decision maker prefers a rule ϕ to a rule ψ if

(2) holds simultaneously for all functions u within a sufficiently large set U . If this

is the case, we say that ϕ U -dominates ψ. Thus, in these cases, some increasing

rule is optimal as long as any rule ψ is U -dominated by some increasing rule ϕ.

Under what conditions on U can one find, for any rule ψ, an increasing rule ϕ

that U -dominates ψ? Our main result is that, if the decision maker is allowed to

take a random action x after observing y, then this is the case if U is the set of all

supermodular functions (denoted USPM).3 The rule ϕ is constructed by rearranging

ψ without altering the ex-ante distribution of actions induced by F ; we call ϕ the

increasing rearrangement of ψ with respect to F .4 Thus, for example, a decision

maker with objective (1) who does not know the functional form of her payoffs u –

merely that they are supermodular, can improve on any given non-increasing rule

ψ, as long as she knows F . Conversely, if U is any set of payoffs u such that, for

any F , any rule ψ is U -dominated by its increasing rearrangement with respect to

F , then all elements of U must be supermodular.

The result that any decision rule is USPM-dominated by its increasing rear-

rangement has many interesting applications. We present five problems in which

relatively weak assumptions ensure that optimal rules are monotone.

Applications

1. A social planner wishes to implement a subsidy based on a household-specific

1. An optimal ψ exists if X is compact, u : X×Y → R is measurable, u(·, y) is bounded for all y ∈ Y ,
and supx∈X u(x, ·) is F -integrable. These assumptions will be maintained throughout.

2. It is sufficient that argmaxx∈X u(x, y) in non-empty and has a maximal element for all y ∈ Y .
3. A random rule ψ is increasing if the support of ψ(y′) lies above that of ψ(y) whenever y′ > y. If

randomisation is not allowed, then any rule ψ is USPM-dominated by some increasing rule ϕ if and only
if F is a continuous distribution or a discrete uniform distribution.

4. If X is multi-dimensional, the components of ψ are rearranged in such a way that, in each state,
the action taken is comonotone; that is, any two elements of its support are ordered component-wise.
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measure of need for financial support, subject to a budget constraint. If

the marginal utility of the transfer is increasing in need, the planner may

restrict attention rules that transfer more resources to households who are

more in need. Importantly, the planner may improve on any other rule without

knowing the quantitative aspects of the households’ utility (which are hardly

ever known in practice), if she knows the distribution of need in the population.

2. Two agents place monetary bets over a random outcome. If one of the agents

is more optimistic about the outcome in a MLR-sense then, under any Pareto

optimal bet, higher outcomes induce larger transfers to her. Moreover, this

holds whether agents maximise expected utility or cautious expected utility.

3. A monopolist price-discriminates based on buyers’ wealth levels in a mar-

ket with a positive demand externality. If production costs are negligible,

demand is normal and wealthier buyers are less price-sensitive, then a profit-

maximising seller would charge them more. In particular, shifting the weight

of high prices on wealthier buyers without altering the overall distribution of

prices increases profits. The reason is twofold: first, since wealthier buyers

are less price-sensitive, this boosts the demand externality; second, since the

good is normal, this increases the average price per unit sold.

4. An insurer sells a single product to a group of buyers with varying risk-aversion

who are subject to different shocks. If she can only condition insurance pay-

ments on a noisy signal of the buyers’ shocks, she should offer an insurance

that pays more when signals indicating larger shocks are observed. Moreover,

if the insurer gains access to a signal that is more accurate in Lehmann’s sense,

she may achieve higher profits whilst making all agents better-off.

5. A firm has access to a noisy signal of its marginal cost, which is unobservable.

Before observing the signal, the firm commits to a signal-contingent level of

output. The firm is ambiguity-averse, and does not know the joint distribution

of signal and marginal cost – it merely knows the marginal distribution of the

signal. We show that the firm should produce more after observing signals that

indicate lower costs, and derive a condition on the structure of the ambiguity

enabling the firm to achieve higher ex-ante utility.

A number of authors studied other problems in economics using techniques simi-

lar to those we draw on here. Landsberger and Meilijson (1994) show that for any

non-comonotone allocation of a random endowment to a group of risk-averse agents,

there exists a comonotone allocation raising the expected utility of all agents, re-

gardless of their specific utility functions. Arieli and Babichenko (2019) consider

a problem of Bayesian persuasion in which a single sender sends private messages

to multiple receivers. They show that, if the state is binary, the same signalling

policy is optimal for any sender with a payoff function that is supermodular in the

receivers’ actions. Moreover, the signals are increasing in the state. Meyer (2018)
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obtains a general result that applies to constrained problems in which the marginal

distributions for each component of the (multi-dimensional) action are predeter-

mined. She links the degree of heterogeneity among these marginals to the value

of the (unique) increasing rule when payoffs are supermodular and symmetric. Her

result applies to the setting studied by Arieli and Babichenko (2019); she shows that

heterogeneity in the persuadability of receivers is harmful to the sender. In the con-

text of statistical estimation, Chernozhukov, Fernandez-Val, and Galichon (2009)

show that the monotone rearrangement of an estimate of a monotone function im-

proves upon the original estimate whenever the latter is not monotone. Similarly,

rearranging the upper and lower bound of a confidence band for monotone functions

reduces its length and increases its coverage probability.

The rest of the paper is divided in two sections. Section 2 contains the theoret-

ical results, which apply to a general decision environment. Applications 1− 3 are

discussed in Sections 3.1−3.3, respectively. Sections 3.4 and 3.5 contain specific re-

sults about choice under uncertainty and informativeness, respectively. Application

4 (resp. 5) is discussed in Example 1 (resp. 2) of both sections.

2 Theory

This section contains the theoretical results, expressed in their most general form.

A series of applications are presented in Section 3.

Consider a decision maker who takes an action x after observing the state of the

world y. Suppose that y is distributed according to some (cumulative) distribution

function F : R → [0, 1] with support Y ⊆ R, and that, for some n ∈ N, x ∈ X =

X1 × · · · ×Xn where Xi ⊂ R is compact for all i ≤ n. We allow the decision maker

to randomise over X after observing any signal y ∈ Y . A (random) decision rule

is a collection ψ = {ψ(·|y)}y∈Y of distribution functions ψ(·|y) : Rn → [0, 1] with

support within X, indexed by y ∈ Y . The value ψ(x|y) is the probability that the

decision maker takes an action lower or equal to x (in the component-wise order)

after observing state y; ψ is deterministic if, for all y ∈ Y , ψ(·|y) is degenerate (that

is, it assigns probability 1 to some action x ∈ X). In this case, denote by ψ(y) the

action taken after observing state y.5 Let DF be the set of decision rules, and let

D̂F ⊂ DF be the set of deterministic decision rules. Throughout the discussion, we

regard any two decision rules ψ and ψ′ such that ψ(·|y) = ψ′(·|y) for F -almost all

y’s as being essentially the same rule.6

5. If Y is uncountable, we require that ψ(x|·) is a measurable function over Y for any x ∈ X. This
implies that if ψ is deterministic, it may be described by a measurable map ψ : Y → X. Throughout
the discussion, we assume that all functions are measurable.

6. Formally, DF is the quotient space of collections {ψ(·|y)}y∈Y by the equivalence relation ∼ whereby

ψ ∼ ψ′ if and only if ψ(·|y) = ψ′(·|y) for F -almost all y’s. D̂F is the set of equivalence classes in DF

that contain a deterministic rule.
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Definition 1. A decision rule ψ is increasing if, for any (x, y) ∈ R
n × Y the

following holds. If ψ(x|y) < 1, for any y′ > y, we obtain ψ (x|y′) = 0.

Intuitively, ψ is increasing if the support of ψ(·|y′) lies above that of ψ(·|y)

whenever y′ > y. Note that, if ψ is deterministic, the definition reduces to the

requirement that ψ is a (weakly) increasing function from Y to X.

An n-dimensional distribution G is comonotone if, for any two points z, z′ ∈ R
n

within its support, either z ≥ z′ or z′ ≥ z. Equivalently, G is comonotone if and only

if G(z) = mini≤nGi(zi) where Gi is the ith one-dimensional marginal distribution

of G for all i ≤ n.7 A decision rule ψ ∈ DF is comonotone if ψ(·|y) is a comonotone

distribution for all y ∈ Y .8 Note that any deterministic decision rule is comonotone

and, if n = 1, then any rule is comonotone.

Given ψ ∈ DF and i ≤ n, let ψi = {ψi(·|y)}y∈Y be such that ψi(·|y) is the

marginal distribution of ψ(·|y) over Xi. Intuitively, ψi is the ‘projection’ of ψ onto

Xi.
9 Any rule ψ ∈ DF induces a distribution of action components xi ∈ Xi given

by

MψiF (xi) =

∫

Y
ψi(xi|y)dF (y). (3)

Definition 2. A rearrangement of a rule ψ ∈ DF with respect to F is a rule

ϕ ∈ DF such that MφiF =MψiF for all i ≤ n.

Lemma 1 below shows that any rule ψ admits a unique increasing and comono-

tone rearragement with respect to F , and gives conditions on F and ψ ensuring

that the rearrangement is deterministic. The distribution F is continuous whenever

F : R → [0, 1] is a continuous function; F is a discrete uniform distribution if it

puts mass 1/m on each of m points for some m ∈ N.

Lemma 1. For any ψ ∈ DF , there exists a unique increasing and comonotone

ϕ ∈ DF that is a rearrangement of ψ with respect to F . Moreover, ϕ ∈ D̂F if (a) F

is continuous, or (b) ψ ∈ D̂F and F is a discrete uniform distribution. If ϕ ∈ D̂F

then ϕ is the unique increasing rearrangement of ψ in D̂F .

Proof of Lemma 1. We first show that ϕ exists. We start by defining the marginal

distributions ϕi(·|y) for all i ≤ n and y ∈ Y . Fix y ∈ Y . If F is continuous at y,

then let

ϕi(xi|y) =







0 if MψiF (xi) < F (y)

1 if MψiF (xi) ≥ F (y).

7. See Dhaene et al. (2002) for a theoretical analysis of comonotonicity and a proof of this equivalence.
8. In view of the definition of DF (c.f. footnote 6), if ψ is increasing (resp. comonotone) then any ψ′

such that ψ′(·|y) = ψ(·|y) for F -almost all y’s is considered increasing (resp. comonotone), too.
9. If ψ is deterministic (and, as a consequence, may be viewed as a map ψ : Y → X) then ψi may be

viewed as the function mapping y ∈ Y to the ith coordinate of ψ(y).
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If instead F has an atom of mass p > 0 at y, let

ϕi(xi|y) =



















0 if MψiF (xi) < F (y)− p

1
p [MψiF (xi)− (F (y)− p)] if F (y)− p ≤MψiF (xi) < F (y)

1 if F (y) ≤MψiF (xi).

Since MψiF (xi) is a distribution function and Xi is compact, then ϕi(·|y) is a

well-defined distribution for all y ∈ Y .10 Let ϕ ∈ DF be given by

ϕ(x|y) = min
i≤n

ϕi(xi|y) for all x ∈ R
n, y ∈ Y.

Then, ϕ is a well-defined decision rule, and it is comonotone.

To complete the proof of existence, it remains to show that ϕ is increasing and

that it is a rearrangement of ψ. To show that ϕ is increasing, fix y ∈ Y and

x ∈ R
n such that ϕ(x|y) < 1. Then ϕi(xi|y) < 1 for some i ≤ n. This implies that

F (y) > MψiF (xi). Then ϕi(xi|y
′) = 0 for any y′ > y. If F does not have an atom

at y′, this holds since F (y′) ≥ F (y) > MψiF (xi). If F puts mass p > 0 on y′ this

holds since MψiF (xi)− F (y′) ≤ F (y)− F (y′) ≤ −p. Hence ϕ(x|y′) = 0. Therefore

ϕ is increasing.

To show that ϕ is a rearrangement of ψ, fix i ≤ n and xi ∈ R. If MψiF (xi) =

0, then ϕi(xi|y) = 0 for all y ∈ Y such that F (y) > 0, so that MφiF (xi) =
∫

Y ϕi(xi|y)dF (y) = 0 = MψiF (xi). Otherwise, let y0 = inf{y ∈ Y : MψiF (xi) ≤

F (y)}. Then, ϕi(xi|y) = 1 for y < y0. Moreover, ϕi(xi|y) = 0 for any y such that

F (y) > F (y0). Hence ϕi(xi|y) = 0 for F -almost all y’s such that y > y0. Let p ≥ 0

be the probability mass that F puts on y0. Then MψiF (xi) ∈ [F (y0) − p, F (y0)].

ThereforeMφiF (xi) =
∫

Y ϕi(xi|y)dF (y) = F (y0)−p+pϕi(xi|y0) =MψiF (xi). Since

i and xi ∈ R are arbitrary, ϕ is a rearrangement of ψ with respect to F . This proves

existence. See the Appendix for a proof that ϕ is unique.

If F is continuous, it is clear from the definition of ϕ that ϕ ∈ D̂F . Suppose that

F is a discrete uniform distribution. Label y1 < · · · < ym the elements of Y . Then,

to prove that ϕ ∈ D̂F , it suffices to show that ϕi(·|yj) is degenerate for all i ≤ n

and j ≤ m. Fix i and j, and note that ϕi(xi|yj) = (1 + (mMψiF (xi)− j) ∧ 0) ∨ 0.

Moreover, since ψ ∈ D̂F , the image of MψiF is within {0, 1/m, . . . , (m − 1)/m, 1}.

It follows that ϕi(·|yj) is degenerate with value min{xi ∈ Xi : j/m ≤MψiF (xi)}.

To prove the last part, note that any deterministic rule is comonotone. Therefore

the uniqueness of the increasing rearrangement follows from the uniqueness of the

increasing and comonotone rearrangement.

The construction of ϕi(·|y) is illustrated in Figure 1. If F is continuous at y ∈ Y ,

then ϕi(·|y) is degenerate and puts all mass on the smallest xi such that MψF (xi)

10. That is, ϕi(·|y) is increasing, right-continuous and satisfies limxi→−∞ ϕi(xi|y) = 0 and
limxi→∞ ϕi(xi|y) = 1.
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0
xi

1

F (y)

(a) F is continuous at y

0
xi

1

x′
i x′′

i

F (y)− p

F (y)

(b) F has an atom of size p at y

Figure 1: ϕi(·|y) (thick line) and MψiF (thin line) as functions of xi.

lies above F (y). If F has an atom of size p > 0 at y, then the support of ϕi(·|y) lies

within [x′i, x
′′
i ] where x

′
i (resp. x

′′
i ) is the smallest xi such that MψiF (xi) lies above

F (y)−p (resp. F (y)). More specifically, ϕi(·|y) is an affine transformation of MψiF

on [x′i, x
′′
i ].

Denote the ith entry of a vector z ∈ R
m by zi. Given z, z′ ∈ R

m, let z ∧ z′ =

(min{z1, z
′
1}, . . . ,min{zm, z

′
m}) and z ∨ z

′ = (max{z1, z
′
1}, . . . ,max{zm, z

′
m}).

Definition 3. A function u : Rm → R is supermodular if for any z, z′ ∈ R
m

u(z ∧ z′) + u(z ∨ z′) ≥ u(z) + u(z′); (4)

u is strictly supermodular if (4) is strict unless {z∧z′, z∨z′} = {z, z′}; v is (strictly)

submodular if −v is (strictly) supermodular.

A payoff function is a map u : X×Y → R such that the map y 7→ supx∈X |u(x, y)|

is F -integrable. Let USPM (resp. USSPM) be the set of all (strictly) supermodular

payoff functions.

If the decision maker obtains payoff u(x, y) from choosing action x ∈ X when

the state is y ∈ Y , choosing a decision rule ψ ∈ DF prior to observing the state

yields the expected payoff

∫

Y

∫

X
u(x, y)dψ(x|y)dF (y). (5)

Definition 4. For a set U of payoff functions and ϕ, ψ ∈ DF , ϕ U-dominates ψ if

∫

Y

∫

X
u(x, y)dϕ(x|y)dF (y) ≥

∫

Y

∫

X
u(x, y)dψ(x|y)dF (y) (6)

for all u ∈ U ; ϕ strictly U-dominates ψ if (6) is strict for all u ∈ U .

In words, ϕ (strictly) U -dominates ψ if ϕ induces (strictly) higher expected

payoffs than ψ for all payoff functions u ∈ U .
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Theorem 1. Let ψ ∈ DF and let ϕ be the increasing and comonotone rearrange-

ment of ψ with respect to F . Then

1. ϕ USPM-dominates ψ

2. no other increasing and comonotone rule USPM-dominates ψ

3. ϕ strictly USSPM-dominates ψ unless ψ is increasing and comonotone.

Theorem 1 allows to identify qualitative properties of the solutions to decision

problems without the need to know their quantitative features. In Section 3, we

give conditions on a range of problems ensuring that (a) some optimal decision rule

is increasing or (b) all optimal decision rules are increasing.11 Among other things,

we show that a known informativeness criterion applies to decision problems in

which it had not been used before (c.f. Section 3.5).

More specifically, qualitative assumptions on the primitives ensure that, in each

case, the decision maker prefers a rule ϕ to an alternative ψ whenever ϕ USPM-

dominates ψ. Then, if ψ is optimal and ϕ is the increasing and comonotone rear-

rangement of ψ with respect to F , Part 1 of Theorem 1 implies that ϕ is optimal,

too. In particular, some optimal decision rule is increasing. Under further mini-

mal assumptions, the decision maker strictly prefers ϕ to ψ if ϕ USPM-dominates

and strictly USSPM-dominates ψ. Then, unless ψ is increasing, Part 3 of Theorem

1 implies that the decision maker strictly prefers the increasing and comonotone

rearrangement of ψ to ψ itself. In particular, ψ is not optimal. Thus, all optimal

decision rules must be increasing.

Theorem 1 is proved in the Appendix. It follows by combining Lemma 1 with

the ‘inequality for rearrangements’ due to Lorentz (1953). Essentially, Lorentz’s

result states that Theorem 1 holds if F is the uniform distribution on [0, 1] and DF

is replaced by D̂F . We generalise the result by allowing F to be arbitrary and the

decision rules to be non-deterministic.

2.1 Limitations of deterministic rules

In general, restricting attention to deterministic decision rules entails a loss of gen-

erality. In particular, unless specific restrictions are imposed on F , one can find

a non-inceasing deterministic rule ψ that is not USPM-dominated by any increas-

ing deterministic rule ϕ. In this case, Theorem 1 implies that the increasing and

comonotone rearrangement of ψ with respect to F is not deterministic, even though

ψ itself is. Counter-example 3 of Section 3.1 provides one such ψ, as well as a ran-

dom increasing rule dominating it.

11. For simplicity, actions are one-dimensional in each application, so that all rules are trivially comono-
tone. In settings with multi-dimensional actions, then same arguments imply that (a) some optimal
decision rule is increasing and comonotone, and (b) all optimal rules are increasing and comonotone.
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We showed in Lemma 1 that if F is continuous then the increasing (and comono-

tone) rearrangement of any rule ψ is deterministic.12 We also showed that, if F

is a discrete uniform distribution, the increasing (and comonotone) rearrangement

of any deterministic rule is deterministic. Hence, in these cases, Theorem 1 holds

even if attention is restricted to deterministic rules.

Corollary 1 (Deterministic rules). Let F be a continuous distribution or a discrete

uniform distribution. Let ψ ∈ D̂F and let ϕ ∈ D̂F be the increasing rearrangement

of ψ w.r.t. F . Then ϕ is the unique increasing deterministic rule that USPM-

dominates ψ. Moreover, ϕ strictly USSPM-dominates ψ unless ψ is increasing.

However, as the next result shows, this restriction on F is also necessary for

any deterministic rule to admit a increasing rearrangement that is deterministic.

Proposition 1. Suppose that X has more than one element and that, for any

ψ ∈ D̂F , D̂F contains an increasing rearrangement of ψ with respect to F . Then

F is a continuous distribution or a discrete uniform distribution.

Proposition 1 is proved in the Appendix. The result implies that, unless F

is continuous or a discrete uniform distribution, one may find a non-increasing

ψ ∈ D̂F that is not USPM-dominated by any increasing ϕ ∈ D̂F . This, together

with Corollary 1, implies the following.

Corollary 2. If X has more than one element, the following are equivalent:

1. For any ψ ∈ D̂F , there exists an increasing ϕ ∈ D̂F that USPM-dominates ψ.

2. F is a continuous distribution or a discrete uniform distribution.

Proof. To prove that 1 implies 2, fix ψ ∈ D̂F and let ϕ ∈ D̂F be increasing and

USPM-dominate ψ. Since ϕ is deterministic, it is comonotone. Then Theorem 1

implies that ϕ is the increasing and comonotone rearrangement of ψ w.r.t. F . In

particular, ϕ is a rearrangement of ψ w.r.t. F . Since ψ is arbitrary, result follows

from Proposition 1. The fact that 2 implies 1 follows directly from Corollary 1.

An analogue of Theorem 1 for deterministic rules holds if attention is restricted

to payoff functions that are concave in the action. Let UC be the set of payoff

functions u : X × Y → R such that u(·, y) is concave for F -almost all y ∈ Y .

Corollary 3 (Concave payoffs). Given ψ ∈ DF , there exists an increasing ϕ ∈ D̂F

such that ϕ UC ∩ USPM-dominates ψ and, unless ψ is increasing and comonotone,

ϕ strictly UC ∩ USSPM-dominates ψ.

Proof. Fix ψ ∈ DF and let ϕ′ ∈ DF be the (possibly random) increasing and

comonotone rearrangement of ψ with respect to F . Let ϕ ∈ D̂F be such that

ϕ(y) =
∫

X xdϕ
′(x|y) for all y ∈ Y . Then, Jensens’ inequality implies that ϕ UC-

dominates ϕ′. Result follows from Theorem 1.

12. Hence, for the purposes of Theorem 1, restricting attention to deterministic rules is without loss of
generality if F is continuous.
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2.2 The necessity of supermodularity

Theorem 1 implies that, for the purposes of simultaneous maximisation of super-

modular payoffs, attention may be restricted to increasing (and comonotone) de-

cision rules. From this perspective, it may be viewed as a result in monotone

comparative statics. In this section, we show that Theorem 1 does not hold if

supermodularity is weakened to the notion of single-crossing differences in (x, y),

defined below. Moreover, we prove that supermodularity is tight in a specific sense.

Definition 5. A function u : R2 → R has single-crossing differences in (x, y) if for

any x, x′, y, y′ ∈ R such that x′ > x and y′ > y,

u(x′, y) ≥ u(x, y) ⇒ u(x′, y′) ≥ u(x, y′)

u(x′, y) > u(x, y) ⇒ u(x′, y′) > u(x, y′).13

Suppose that X ⊆ R is compact and let u : X × Y → R be such that u(·, y) is

continuous for all y ∈ Y . As noted in the introduction, Theorem 4 of Milgrom and

Shannon (1994) implies that, if u has single-crossing differences in (x, y), then for

any ψ ∈ D̂F there exists an increasing ϕ ∈ D̂F such that u(ϕ(y), y) ≥ u(ψ(y), y)

for all y ∈ Y .14 Therefore, (2) holds for any distribution F . Nevertheless, given

payoffs u1 and u2 with single-crossing differences in (x, y), there may exist some

non-increasing ψ ∈ DF that is not {u1, u2}-dominated by any increasing ϕ ∈ DF .

Counter-example 1. Let Y ⊂ R be bounded, X = R, and consider u1(x, y) =

−x2/2 and u2(x, y) = e−(x−y)2/2. Note that u1 is supermodular and u2 has single-

crossing differences in (x, y) but it is not supermodular.15 Let F be any dis-

tribution with support Y , and let D∗
F = argmaxϕ∈DF

∫

Y U(φ(y), y)dF (y) where

U(x, y) = u1(x, y) + u2(x, y). Note that, for each y ∈ R, U(·, y) has a unique maxi-

mum.16 Let ψ : Y → R be such that ψ(y) = argmaxx∈R U(x, y) for all y ∈ Y . Since

Y is bounded, it follows that D∗
F = {ψ}. Suppose that, for some F , ψ is {u1, u2}-

dominated by some ϕ ∈ DF . Then
∫

Y U(ϕ(y), y)dF (y) ≥
∫

Y U(ψ(y), y)dF (y).

Since ψ ∈ D∗
F , it follows that ϕ ∈ D∗

F . Hence ϕ = ψ. Therefore no rule

{u1, u2}-dominates ψ other than itself. Moreover, one can show that ψ is decreas-

ing on
(

−∞,−1− e−1/2
]

, increasing on
[

−1− e−1/2, 1 + e1/2
]

, and decreasing on

13. Milgrom and Shannon (1994) introduced this concept as the ‘single-crossing property’. We adopt
the name used by Quah and Strulovici (2009).
14. Let ϕ be such that ϕ(y) = supD∗(y) for all y ∈ Y where D∗(y) = argmaxx∈X u(x, y). Since

u(·, y) is continuous and X is compact, then D∗(y) is non-empty and compact. Hence ϕ(y) ∈ D∗(y),
so u(ϕ(y), y) ≥ u(ψ(y), y). Since u has single-crossing differences in (x, y), Theorem 4 of Milgrom and
Shannon (1994) implies that D∗(y) is increasing in y in the strong set order. Therefore ϕ is increasing.
15. A smooth function v : R2 → R is supermodular if and only if its cross-derivative is positive. In

particular, the function v(x, y) = −(x−y)2 is supermodular. Then u2 is a increasing transformation of a
supermodular function. Hence it has single-crossing differences in (x, y). However, u2 is not supermodular

since ∂2u2

∂x∂y = u2(x, y)
[

1− (x− y)2
]

is positive if and only if |x− y| ≤ 1.

16. That is because U(·, y) is strictly concave and U(x, y) → −∞ if x→ ±∞.
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[

1 + e1/2,∞
)

.17

The next result shows that, unless specific assumptions are imposed on F , su-

permodularity is necessary for Theorem 1 to hold. The proof is in the Appendix.

Proposition 2. Let U be an arbitrary set of payoff functions u : X × Y → R.

Suppose that, for any distribution F with support within Y , and any ψ ∈ DF , some

increasing rearrangement of ψ with respect to F U-dominates ψ. Then U ⊆ USPM.

3 Applications

To simplify exposition, we restrict attention to scalar deterministic decision rules

throughtout this section. That is, we impose n = 1 so that X ⊂ R, and constrain

the decision maker to pick maps ψ : Y → X (i.e. elements of the set D̂F ). In

order to be able to apply our main result (c.f. Corollary 1), we assume that the

distribution F is continuous. However, as noted in Section 2, the result holds for

arbitrary distributions F if the decision maker is allowed to pick random decision

rules (c.f. Theorem 1). Accordingly, all the results proved in this section continue

to hold for arbitrary distributions F if the decision maker may pick random rules.

3.1 Welfare Transfers

Consider a social planner wishing to implement a welfare transfer based on a

household-specific measure y ∈ Y of need for financial support. Let v(x, y) be

the utility of households with need y ∈ Y who receive a transfer x ∈ X, where

the function v : X × Y → R is increasing in x and supermodular. This means

that households who receive larger transfers are better-off, and that the marginal

utility of transfers is increasing in need.18 Let F describe the distribution of need

in the population. A transfer is a function ψ ∈ D̂F whereby ψ(y) is transferred to

households with need y ∈ Y . A planner with a budget b ∈ R solves

max
ψ∈DF

∫

Y
v(ψ(y), y)dF (y) subject to

∫

Y
ψ(y)dF (y) ≤ b.

This can be viewed as an optimal taxation problem, similar to those studied by

Ramsey (1927) and Mirrlees (1971).19 Note that
∫

Y v(ψ(y), y)dF (y) is the average

welfare generated by the transfer, whereas
∫

Y ψ(y)dF (y) is its cost. To ensure that

the problem has a solution, suppose that Y is compact and that v is continuous.

17. Since U(·, y) is strictly concave, ψ(y) satisfies the first-order condition ∂U
∂x (ψ(y), y) = 0. Total

differentiation with respect to y shows that ψ′(y) has the same sign as ∂2u2

∂x∂y (ψ(y), y). The first-order

condition implies that ψ′(y) = 0 if and only if y = ±
(

1 + e−1/2
)

.
18. For example, pick v(x, y) = g(x− y) for some increasing and concave function g : [0,∞) → R and

view y as the negative of wealth. Alternatively, y can be a poverty index that is not based on wealth
alone (such as the Global Multi-dimensional Poverty Index).
19. Note that the households have no outside option and they are assumed to report y truthfully

regardless of incentive compatibility.

11



The following result states that any non-increasing transfer can be rearranged

into an increasing transfer that produces higher welfare, without altering its cost.

Crucially, this rearrangement is not sensitive to the functional form of the house-

holds’ utility u, as long as u is supermodular. Thus, a planner facing a population

of households with supermodular utility may restrict attention to increasing trans-

fers even if, as it almost always is the case in practice, she does not know the

quantitative aspects of the households’ utility function.

Proposition 3. For any non-increasing ψ ∈ D̂F , the increasing rearrangement of

ψ with respect to F has same cost and generates higher welfare for any supermodular

v. If v is strictly supermodular, then all optimal transfers are increasing.

Proof. Fix ψ ∈ D̂F and let ϕ be its increasing rearrangement with respect to

F . Since F is continuous, Corollary 1 implies that ϕ USPM-dominates ψ. Since

v ∈ USPM, ϕ produces higher welfare than ψ. Since ϕ is a rearrangement of ψ then

ϕ and ψ induce the same distribution of transfers x. In particular,
∫

Y ϕ(y)dF (y) =
∫

Y ψ(y)dF (y); that is, ϕ and ψ have the same cost. To prove the second part,

suppose that ψ is not increasing. Then Corollary 1 implies that ϕ strictly USSPM-

dominates ψ. Since v ∈ USSPM, then ϕ induces strictly higher welfare than ψ.

Hence ψ can’t be optimal.

The following examples show that the (unique) optimal transfer may be decreas-

ing if v is not supermodular, or if F is not continuous. However, in the latter case,

this only holds under the constraint of deterministic transfers.

Counter-example 2: if v is not supermodular. Let X = [0, 1], and let v(x, y) =

(x− y)2 where y ≤ 0 denotes the negative of wealth. This means that the marginal

revenue to transfers is increasing in households’ wealth. Note that v has single-

crossing differences in (x, y) since it is strictly increasing in x. However, it is strictly

submodular. It is easy to show that in this case the optimal rule takes the form

ψ(y) = I{F (y) ≤ b}. That is, the planner should implement the largest feasible

transfers and target all households that are sufficiently wealthy. In particular, the

optimal transfer is decreasing.20

Counter-example 3: if F is not continuous. Let Y = {1, 2} where 1 (resp. 2)

denotes low (resp. high) need and assume that a proportion ρ ∈ (1/2, 1) of the

households is in high need.21 Suppose that u(x, y) = x2y so that the marginal

return to transfers is increasing in their size. It is easy to show that, for any b > 0,

the planner should transfer all resources to the population in low need if ρ > 2/3.

By targeting the minority, the planner is able to transfer a higher amount to each

household. Since u(·, 1) is sufficiently convex, this is optimal.22

20. More generally, if v is submodular, then rearranging any transfer into a decreasing transfer increases
welfare without altering its cost; if v is strictly submodular, then all optimal transfers are decreasing.
This can be seen by adapting the argument in the proof of Proposition 3.
21. If ρ ∈ {1/2, 1}, then F is a discrete uniform distribution and Proposition 3 holds.
22. Corollary 3 implies that if u(·, y) is concave for all y ∈ Y then there exists an optimal increasing

transfer, whether or not F is continuous.
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If the planner is not constrained to transfer the same amount of resources to

households with the same level of need, then an increasing transfer is optimal.23 In

particular, if X = [0, x0], then it is optimal to transfer x0 to a fraction b/(x0ρ) of the

households in high need, and to transfer nothing to the rest of the population. This

enables the planner to achieve strictly higher welfare than if she were constrained

to use a deterministic transfer. However, horizontal equity is violated since, among

the households in high need, some receive higher transfers than others.24

3.2 Bets with subjective beliefs

We analyse a setting in which supermodular payoffs arise naturally from the combi-

nation of their monotonicity and the monotonicity of the likelihood ratio of events.

Consider two agents who agree on a bet over an outcome y ∈ Y . A bet is a

function ψ : Y → X whereby ψ(y) is transferred from Agent 2 to Agent 1 if the

outcome is y. For i = 1, 2, let ui(x) be the utility to Agent i if the net transfer

is x ∈ X, where the function u1 : X → R is increasing in x and u2 : X → R is

decreasing. For i = 1, 2, Agent i believes that the outcome y has distribution Fi,

which admits a density fi with support Y . Then, the value to Agent i of a bet ψ is

Ui(ψ) =

∫

Y
ui[ψ(y)]dFi(y).

Suppose that Agent 1 is more optimistic about the outcome in the sense that F1

is a MLR-shift of F2. The following result states that the Pareto optimal expected

utility pairs can be reached by transferring more to Agent 1 when the outcome is

higher. Moreover, if F1 is a strict MLR-shift of F2 and u1 is strictly increasing, any

Pareto optimal bet must be of this form.25

Proposition 4. Any Pareto optimal expected utility pair can be achieved by an

increasing bet. If F1 is a strict MLR-shift of F2 and u1 is strictly increasing, then

all Pareto optimal bets are increasing.

Proof. Fix a bet ψ and let ϕ be the increasing rearrangement of ψ with respect to F2.

Then ϕ and ψ induce the same distribution of transfers under F2, so U2(ϕ) = U2(ψ).

Let u(x, y) = u1(x)f1(y)/f2(y). Since u1 is increasing and F1 is a MLR-shift of F2,

then u is supermodular. From Corollary 1, if F = F2 then ϕ USPM-dominates ψ.

Moreover, for any transfer φ,
∫

Y u(φ(y), y)dF2(y) = U1(φ). Therefore U1(ϕ) ≥

U1(ψ). Hence, if ψ is Pareto optimal, then so is ϕ. This proves the first part. To

prove the last part, note that if u1 is strictly increasing and F1 is a strict MLR-shift

23. A transfer of this kind is an example of a random decision rule. They are defined in Section 2. In
particular, see Definition 1 of increasing random decision rules.
24. Stiglitz (1982) argues that welfare maximisation and even Pareto optimality are sometimes at odds

with the principle of horizontal equity, particularly in the context of indirect taxation. He describes
economically relevant settings in which payoffs are not concave and random taxation is optimal.
25. F1 is a strict MLR-shift of F2 if f1(y)/f2(y) is strictly increasing on Y .
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of F2, then u is strictly supermodular. Suppose that ψ is not increasing. Then

Corollary 1 implies that, if F = F2, ϕ strictly USSPM-dominates ψ. From above, it

follows that U1(ϕ) > U1(ψ). Hence ψ is not Pareto optimal.

Proposition 4 can be extended to the case where agents maximise cautious

expected utility (c.f. Cerreia-Vioglio, Dillenberger, and Ortoleva 2015). These pref-

erences satisfy a weaker form of the independence axiom which captures a leaning

towards certain prospects. If agents are cautious expected utility maximisers, the

value of a bet ψ to Agent i is

Ci(ψ) = inf
u∈Ui

u−1

[
∫

Y
u[ψ(y)]dFi(y)

]

where U1 (resp. U2) is a compact set of strictly increasing (resp. decreasing) utility

functions. Note that these preferences reduce to expected utility whenever Ui’s are

singletons. We showed in the proof of Proposition 4 that, under expected utility,

rearranging any bet ψ with respect to F2 into an increasing bet ϕ induces a Pareto

improvement. Furthermore, Since the construction of ϕ is not sensitive to the

particular choice of u, we are able to deduce that

u−1

[
∫

Y
u[ϕ(y)]dFi(y)

]

> u−1

[
∫

Y
u[ψ(y)]dFi(y)

]

(7)

holds for all u ∈ Ui and i = 1, 2. Hence, Proposition 4 extends to the cautious

expected utility case.26

Proposition 5. Any Pareto optimal cautious expected utility pair can be achieved

by an increasing bet. If F1 is a strict MLR-shift of F2, then all Pareto optimal bets

are increasing.

Proof. Let ψ be a bet and let ϕ be its increasing rearrangement with respect to F2.

The proof of Proposition 4 implies that U2(ϕ) = U2(ψ) for any function u2. If u2 is

strictly decreasing, U2(ϕ) = U2(ψ) is equivalent to u
−1
2 [U2(ϕ)] = u−1

2 [U2(ψ)]. Since

elements of U2 are strictly decreasing, C2(ϕ) = C2(ψ). Similarly, U1(ϕ) ≥ U1(ψ)

for any increasing function u1. If u1 is strictly increasing then U1(ϕ) ≥ U1(ψ) is

equivalent to u−1
1 [U1(ϕ)] ≥ u−1

1 [U1(ψ)]. Since elements of U1 are strictly increasing,

C1(ϕ) ≥ C1(ψ). Thus, if ψ is Pareto optimal, then so is ϕ. This proves the first

part. The second part follows by a similar reasoning.

26. In fact, Proposition 4 holds for the larger class of convex preferences, introduced by Cerreia-Vioglio
(2009). The value of ψ under these preferences may be represented as infu∈Ui

Vi(
∫

Y
u[ψ(y)]dFi(y), u) for

a set Ui of increasing functions u and a family {Vi(·, u)}u∈Ui
of increasing functions. This representation

reduces to cautious expected utility if the elements of Ui are strictly increasing and Vi(·, u) = u−1 for all
u ∈ Ui. The argument used in the proof of Proposition 5 extends naturally to this case.
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3.3 Price discrimination and demand externality

Consider a market for a single good with a continuum of buyers and a single seller.

Let q(x, y, z) be the demand of a buyer with wealth y facing price x when the

average demand for the good is z. Suppose that q is increasing in z. Thus, the

good exhibits a positive demand externality.27 Assume also that q is increasing

in wealth y, so that the good is normal, and that q is supermodular in prices and

wealth (x, y). That is, for any x′ < x′′ and any z, q(x′, y, z)−q(x′′, y, z) is decreasing

in y. Hence the demand of wealthier buyers is less sensitive to changes in prices.

As an example, consider the demand for a particular software package or operat-

ing system. The positive externality is due to network effects and wealthier buyers,

such as large firms, have higher demand (than small firms or individuals, say) as

they have more employees and therefore require more licenses. Large firms are also

less price-sensitive as their expenditure on the good is a smaller share of their total

costs. The variable y may also be interpreted as the buyers’ brand preference for

the company selling the good. Buyers with a stronger preference demand more of

the good, all other things being equal, and are less sensitive to changes in its price.

Suppose that the seller is able to price discriminate based on individual wealth.28

In the market for software packages, the fact that firms offer a range of vertically

differentiated products which all share the same (small) marginal cost of production

may be viewed as an attempt to price discriminate. Let the distribution of wealth

in the population be described by F . A pricing rule for the seller is a function

ψ ∈ DF such that buyers with wealth y ∈ Y are charged ψ(y) ∈ X.

As noted at the start of Section 3, our main result applies if F is continuous

or if the seller is able to implement a random pricing rule. The former assumption

requires the seller to have sufficient information about buyers’ wealth to be able

to price discriminate finely among them. The latter requires the seller to be able

to charge different prices to buyers with the same wealth (using e.g. lotteries for

discounts). Given a pricing rule ψ, average demand, denoted by zψ, solves

zψ =

∫

Y
q(ψ(y), y, zψ)dF (y). (8)

To ensure that (8) has a unique solution for any ψ, suppose that Y is compact, that

q is strictly positive and that, for any (x, y), q(x, y, ·) is concave and q(x, y, z) < z

for z large enough.29 Suppose that the seller can produce at no cost. Then her

27. The externality is global, as it depends on average demand. Farrell and Saloner (1985) and Katz
and Shapiro (1985) study models of global demand externalities, but do not allow price discrimination.
28. There is a network literature studying price discrimination by a single seller in a market with

a positive demand externality; however, the externality is local and arises from a network of social
interactions. In the models of Candogan, Bimpikis, and Ozdaglar (2012) and Bloch and Quérou (2013)
as well as in ours, the monopolist has full information. Sundararajan (2007) and Fainmesser and Galeotti
(2015) limit the information that the seller has about the network. Using the results of Section 3.4, our
framework can be extended to the case where the seller only observes a noisy signal of individual wealth.
29. Note that, since q is decreasing in x and increasing in y, the function gψ(z) =

∫

Y
q(ψ(y), y, z)dF (y)
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profit-maximisation problem is

max
ψ∈DF

∫

Y
ψ(y)q(ψ(y), y, zψ)dF (y). (9)

To ensure that the problem has a solution, suppose further that q is continuous.

The following result states that it is optimal for the seller to charge wealthier buyers

(who are also less price-sensitive) more.

Proposition 6. For any pricing rule ψ, the increasing rearrangement of ψ with

respect to F induces higher revenue. If q(x, y, z) is strictly supermodular in (x, y)

for all z ≥ 0, then the optimal pricing rules are increasing.

Proof. Fix ψ ∈ DF . Since F is a continuous and q is supermodular in (x, y) for all

z ≥ 0, Corollary 1 implies that the increasing rearrangement of ψ with respect to

F (ϕ, say) U -dominates ψ where U = {q(·, z) : z ≥ 0}. This implies that zφ ≥ zψ.
30

Let v(x, y) = xq(x, y, zψ). Since q(x, y, zψ) is increasing in y and supermodular in

(x, y), then v is supermodular. Hence Corollary 1 implies that

∫

Y
ϕ(y)q(ϕ(y), y, zψ)dF (y) ≥

∫

Y
ψ(y)q(ψ(y), y, zψ)dF (y). (10)

Then, since q is increasing in z and zφ ≥ zψ, xq(x, y, zφ) ≥ xq(x, y, zψ) for all (x, y).

Hence
∫

Y
ϕ(y)q(ϕ(y), y, zφ)dF (y) ≥

∫

Y
ϕ(y)q(ϕ(y), y, zψ)dF (y). (11)

Combining (10) and (11) implies that ϕ induces weakly higher revenue than ψ. To

prove the last part, suppose that ψ is not increasing. If q(x, y, z) is strictly super-

modular in (x, y) for all z ≥ 0, then v is strictly supermodular. Then, Corollary 1

implies that (10) is strict. The previous reasoning shows that ψ is not optimal.

Intuitively, rearranging the pricing rule into an increasing rule shifts the weight

of high prices onto wealthier consumers without altering the overall distribution

of prices. Since revenue is supermodular in prices and wealth, other things being

equal, this increases revenue. However, the shift also affects average demand. In-

deed, since demand is supermdoular in prices and wealth, it increases too. This

further increases revenue. For this reason, the revenue-maximisation problem has

a monotone solution even though it involves a fixed-point.

has image in [0, z0] for any z0 such that q(minX,maxY, z0) < z0. To prove existence, apply Tarski’s
theorem to gψ on [0, z0]. To prove uniqueness, note that gψ is concave and gψ(0) > 0. Moreover, for any
z′ ∈ (0, zψ), z

′ = (z′/zψ)gψ(zψ) < (z′/zψ)gψ(zψ) + (1 − z′/zψ)gψ(0) ≤ gψ(z
′), where the last inequality

follows from the concavity of gψ. Hence z′ is not a fixed-point of gψ. The same holds if z′ > zψ.
30. Note that, since ϕ U -dominates ψ, gϕ(z) ≥ gψ(z) for all z ∈ [0, z0] (c.f. footnote 29). Since zψ is

the unique fixed-point of gψ on [0, z0], zψ = inf{z ∈ [0, z0]|z ≥ gψ(z)}. Then z < gψ(z) ≤ gϕ(z) for all
z < zψ. Since zϕ is the unique fixed-point of gϕ on [0, z0], zϕ = inf{z ∈ [0, 1]|z ≥ gϕ(z)}. Hence zϕ ≥ zψ.
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3.4 Choice under uncertainty

Consider a decision maker who has to take an action x ∈ X before observing the

state of the world s ∈ S, where S ⊆ R. Let u(x, s) be her utility if she takes action

x and the state is s. Suppose that she has access to a signal y of the state with

marginal distribution F and support Y . Let P (·|y) be the posterior distribution

of the state s conditional on observing the signal realisation y ∈ Y . The family

P = {P (·|y)}y∈Y is (strictly) FOSD-ordered if for any y′′ > y′, P (·|y′′) is a (strict)

FOSD-shift of P (·|y′).31 Intuitively, this means that the decision maker expects the

state to be higher when she observes higher signals. A decision rule is a function

ψ ∈ DF whereby the agent takes action ψ(y) when she observes the signal y. The

(ex-ante) value of ψ is

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y). (12)

Given ψ, ϕ ∈ DF , a set U of payoff functions u and a set P of families P of posteriors,

ϕ U × P-dominates ψ if

∫

Y

∫

S
u(ϕ(y), s)dP (s|y)dF (y) ≥

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y) (13)

for all (u, P ) ∈ U × P. Moreover, ϕ strictly U × P-dominates ψ if (13) is strict for

all (u, P ) ∈ U × P .

Several known monotonicity conditions on u and P guarantee the existence of

an increasing decision rule that maximises ex-ante value.32 However, the optimal

rule generally depends on the choice of u and P . The following result shows that

rearranging a decision rule with respect to F into an increasing rule increases ex-

ante value for all supermodular payoff functions and all FOSD-ordered families of

posteriors simultaneously.33 Let USPM (resp. USSPM) be the set of all (strictly)

supermodular payoff functions, and let PFOSD (resp. PSFOSD) be the set of all

(strictly) FOSD-ordered families of posteriors.

Proposition 7. Let ψ ∈ DF and let ϕ be its increasing rearrangement with respect

to F . Then ϕ USPM ×PFOSD-dominates ψ. Moreover ϕ strictly USSPM ×PSFOSD-

dominates ψ unless ψ is increasing.

31. P (·|y′′) is a strict FOSD-shift of P (·|y′) if P (s|y′′) ≤ P (s|y′) for all s ∈ S and the inequality is
strict for some s ∈ S.
32. Athey and Levin (1998) derive a joint condition on u and P that is satisfied both if u is supermodular

and P is FOSD-ordered, and if u has single-crossing differences in (x, s) and P is MLR-ordered (that
is, P (·|y′′) is a MLR-shift of P (·|y′) whenever y′′ > y′). From Karlin and Rubin (1956), it suffices that
{u(·, y)}y∈Y is a quasiconcave family with increasing peaks (QCIP) and P is MLR-ordered. From Quah
and Strulovici (2009), it suffices that P is MLR-ordered and u has the interval-dominance order property,
a weaker notion than both single-crossing differences in (x, s) and QCIP.
33. The complete class theorems of Karlin and Rubin (1956) and Quah and Strulovici (2009) give

conditions on payoffs u(x, s) and experiments G = {G(s|y)}s∈S ensuring that, for any ψ, there exists
an increasing ϕ such that

∫

Y
u(ϕ(y), s)dG(y|s) ≥

∫

Y
u(ψ(y), s)dG(y|s) for all s ∈ S simultanesouly.

However, ϕ depends on the choice of u and G.
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Proof. Let u be a (strictly) supermodular payoff function and let P be a (strictly)

FOSD-ordered family. Then, the interim expected utility vu,P (x, y) =
∫

S u(x, s)dP (s|y)

after observing signal y and taking action x is a (strictly) supermodular function

of (x, y). Since F is continuous, Corollary 1 implies that ϕ U -dominates ψ where

U = {vu,P : u ∈ USPM, P ∈ PFOSD}. Moreover, unless ψ is increasing, ϕ U ′-

dominates ψ where U ′ = {vu,P : u ∈ USSPM, P ∈ PSFOSD}. Result follows since
∫

Y

∫

S u(φ(y), s)dP (s|y)dF (y) =
∫

Y vu,P (φ(y), y)dF (y) for any φ ∈ DF , payoff func-

tion u and family of posteriors P .

Example 1 – Insurance for heterogeneous agents. A group of agents, indexed

by i, are subject to shocks si. A seller offers insurance payments conditioned on

noisy signals yi of si, where yi’s have identical marginal distribution F .34 An

insurance contract is a rule ψ ∈ DF whereby agent i receives a net transfer ψ(yi)

if the insurer observes yi ∈ Y .35 Let vi(xi− si) be the utility of Agent i if she buys

the insurance, the value of the shock is si, and the insurance transfer is xi, where

vi is increasing and concave. Let v̄i be the utility of Agent i if she does not buy the

insurance. Suppose that the insurer sells a single product and wants to maximise

profits subject to all agents purchasing it. Then, she solves

min
ψ∈DF

∫

Y
ψ(y)dF (y) s.t.

∫

Y

∫

S
vi(ψ(yi)− si)dPi(si|yi)dF (yi) ≥ v̄i ∀i

where Pi is the FOSD-ordered family of distributions of si conditional on yi.
36

I claim that it is optimal to offer an insurance that pays more whenever the

observed signal is higher. Formally, there exists an optimal ψ that is increasing.

Given any ψ, let ϕ be the increasing rearrangement of ψ with respect to F . For all i,

since vi is concave, then ui(xi, si) = vi(xi − si) is supermodular. Then Proposition

7 implies that ϕ induces higher ex-ante utility than ψ to all agents. Thus, any agent

purchasing ψ also buys ϕ. Moreover, as ϕ is a rearrangement of ψ,
∫

Y ϕ(y)dF (y) =
∫

Y ψ(y)dF (y). Hence, if ψ is optimal, then so is ϕ. This proves the claim. A similar

reasoning shows that, if Pi’s are strictly FOSD-ordered and vi’s are strictly concave

for all i, then any optimal insurance must be increasing.

Example 2 – Ambiguity over the family of posteriors. Consider a firm

facing uncertainty about its marginal cost, parametrised by s. Suppose that a

noisy signal y of s is available and that the firm commits to a decision rule ψ

whereby it supplies ψ(y) units if the signal realisation is y. Let u(x, s) be the firm’s

profits when producing x units. Suppose that marginal cost is decreasing in s, so

34. The fact that yi is contractible whereas si is not may be due to legal restrictions or to the fact that
the insurer does not observe si. The fact that yi’s have identical marginal distribution is justified if yi
is determined by the risk profiles of agent i and the insurer is able to offer different products to agents
with different risk profiles.
35. The net transfer may be decomposed as t(yi) − p where t(yi) ≥ 0 is the insurance payment and

p ≥ 0 is the price of insurance.
36. If the insurer were able to offer different insurance contracts to each agent, then the problem would

be separable across i’s and could be solved using standard techniques.
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that u is supermodular.37 If the firm knew the marginal distribution F of y and

the family P of posteriors of s given y, its profit-maximisation problem would be

max
ψ∈DF

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y).

Suppose instead that the firm knows F but does not know P .38 Moreover, it

is nevertheless confident that P belongs to some set P of FOSD-ordered poste-

rior families.39 Following the theory of Gilboa and Schmeidler (1989), the firm is a

ambiguity-averse if her ex-ante utility from ψ ∈ DF is infP∈P

∫

Y

∫

S u(ψ(y), s)dP (s|y)dF (y).

Then, the firm solves

max
ψ∈DF

inf
P∈P

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y). (14)

I claim that it is optimal to supply more after observing higher realisations of y

(which signals lower marginal costs). Formally, there exists an optimal rule that

is increasing. Given any ψ, let ϕ be its increasing rearrangement with respect to

F . Since u is supermodular and elements of P are FOSD-ordered, Proposition 7

implies ϕ {u} × P-dominates ψ. Hence

inf
P∈P

∫

Y

∫

S
u(ϕ(y), s)dP (s|y)dF (y) ≥ inf

P∈P

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y).

Thus, if ψ is optimal, then so is ϕ.

Note that, in the absence of commitment, the firm may not be dynamically con-

sistent in this setting. That is, a decision rule ψ may be optimal before observing the

signal but ψ(y) may not be an optimal action after observing the signal realisation y.

Nevertheless, an ambiguity-averse firm who picks supply x after observing the signal

y in order to maximise interim expected profit v(x, y) = infP∈P

∫

S u(x, s)dP (s|y)

should also adopt an increasing rule. Indeed, a result from Dziewulski and Quah

(2016) implies that, for any rule ψ, there exists an increasing rule ϕ such that

v(ϕ(y), y) ≥ v(ψ(y), y) for any y ∈ Y .40 However, as noted above, ϕ need not

improve on ψ from an ex-ante perspective.41

37. This holds if u(x, s) = p(x)x− c(x, s) where p(x) is the inverse demand and c is the cost function.
38. For instance, suppose that the firm has access to a large number of i.i.d. realisations of y but only

observed few i.i.d. realisations of (y, s), e.g. because it has only been active for a short period of time.
Then, the firm can estimate F with confidence but does not have a trustworthy estimate of P .
39. For instance, the firm might conjecture that, for any y ∈ Y , s = α + βy + ϵ, where ϵ ∼ N(0, σ2)

and pick P = {N(α+ βy, σ2) : (α, β, σ2) ∈ A} where A ⊂ R
2 ×R+ is a confidence interval for (α, β, σ2).

In this case, the elements of P are FOSD-ordered if and only if β ≥ 0 for any (α, β, σ2) ∈ A.
40. Dziewulski and Quah (2016) show that if u is supermodular and, for any y ∈ R, (Λ(y),≥) is a set

of one-dimensional distributions endowed with the FOSD-order such that Λ(y′′) ≥ Λ(y′) in the strong
set order whenever y′′ > y′, then w(x, y) = infλ∈Λ(y)

∫

R
u(x, s)dλ(s) is supermodular. Note that v = w

if Λ(y) = {P (·|y) : P ∈ P}.
41. In fact, there is more than one plausible way for the firm to update its beliefs about s after observing

y. See Epstein and Le Breton (1993), Gilboa and Schmeidler (1993), Epstein and Schneider (2003) and
Hanany and Klibanoff (2007) for a discussion.
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Example 3 – Knightian uncertainty. Proposition 7 can also be applied to prob-

lems of choice under uncertainty with incomplete preferences. Consider a decision

maker with utility function u who does not know the joint distribution J of signal

y and state s. Suppose that she knows that J belongs to some (closed, convex) set

J . Following Bewley (2002), the decision maker has Knightian preferences if, for

any pair of decision rules ψ, ϕ she prefers ϕ to ψ if and only if

∫

Y×S
u(ϕ(y), s)dJ(y, s) ≥

∫

Y×S
u(ψ(y), s)dJ(y, s) ∀J ∈ J .42

Note that these preferences are incomplete over the set of all decision rules. Suppose

that u is supermodular and that elements of J share the same marginal distribu-

tion F over Y and induce FOSD-ordered posteriors over S. Then Proposition 7

implies that, for any ψ ∈ DF , the decision maker has a preference for the increasing

rearrangement of ψ with respect to F over ψ itself. Therefore, an agent with a su-

permodular utility function who faces knightian uncertainty over a FOSD-ordered

family of posteriors may restrict attention to increasing decision rules.

3.5 Informativeness

Consider the problem of choosing an action x ∈ X based on a noisy signal y ∈ Y of

the state of the world s ∈ S, described in the previous section. Given two families

P and P ′ of posteriors, P ′ is more informative than P for a decision maker with

utility function u(x, s) and signal distribution F if, for any ψ ∈ DF , there exists

ϕ ∈ DF such that

∫

Y

∫

S
u(ϕ(y), s)dP ′(s|y)dF (y) ≥

∫

Y

∫

S
u(ψ(y), s)dP (s|y)dF (y). (15)

Intuitively, a more informative family of posteriors gives a decision maker higher

ex-ante utility if she picks the right decision rule.

It is well-known that, if P is FOSD-ordered, then P ′ is more informative than

P for any supermodular u and any F such that the follwing holds. The joint

distribution over (y, s) induced by P ′ and F dominates the one induced by P and

F in the supermodular stochastic order (written P ′ ≥F P ), i.e.

∫

Y

∫

S
v(y, s)dP ′(s|y)dF (y) ≥

∫

Y

∫

S
v(y, s)dP (s|y)dF (y) (16)

for all supermodular functions v.43

However, given ψ, the particular ϕ for which (15) holds is generally sensitive

42. Such preferences may arise in the presence of a status quo. For instance, if ψ is the status quo
and ϕ is a potential alternative, ϕ is preferred to ψ if and only if it has higher value in all conceivable
scenarios.
43. The supermodular stochastic order admits a useful characterisation. See Epstein and Tanny (1980),

Meyer and Strulovici (2012) and Meyer and Strulovici (2015).
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to the choice of u, P and P ′. The next result states that rearranging a rule ψ

with respect to F into an increasing rule ϕ raises the ex-ante utility of all decision

makers with supermodular utility functions who switch from any posterior family

P to any other family P ′ that satifies the above informativeness criterion.

Proposition 8. Let ψ ∈ DF and let ϕ be the increasing rearrangement of ψ with

respect to F . Then (15) holds for any supermodular u and any posterior families

P ′ and P such that P is FOSD-ordered and P ′ ≥F P .

Proof. Fix ψ ∈ DF , P and u. Since P is FOSD-ordered then, Proposition 7 implies

that (13) holds. Moreover, since ϕ is increasing and u is supermodular, then the

function v(y, s) = u(ϕ(y), s) is supermodular. Since P ′ ≥F P then (16) holds.

Result follows by combining the inequalities.

Proposition 8 improves on existing results in statistical decision theory. A ex-

periment G = {G(·|s)}s∈S is a collection of distributions G(·|s) of the signal y

conditional on the value of the state s.44 An experiment H is more informative

than G for a decision maker with utility u if for any rule ψ there exists another

rule ϕ such that
∫

Y u(ϕ(y), y)dH(y|s) ≥
∫

Y u(ψ(y), y)dG(y|s) for all s ∈ S.45 In

contrast, Proposition 8 states that, given F , for any ψ, there exists ϕ such that (15)

holds for any P ′ such that P ′ ≥F P . Results about informativeness of experiments

cannot be used to derive Proposition 8 since, given P1, P
′
1, P2, P

′
2 and F such that

P ′
i ≥F Pi for i = 1, 2, there might not exist experiments G and H such that H is

more informative than G, and priors Λ1,Λ2 over S, such that G and Λi give rise to

Pi and F and H and Λi give rise to P ′
i and F for i = 1, 2.

Example 1 – continued: Recall that a seller offers an insurance ψ ∈ DF in-

ducing a net transfer ψ(yi) to agent i, where yi is the realisation of a noisy signal

of the shock si. The insurer minimises
∫

Y ψ(y)dF (y) subject to the constraint

that all agents are willing to buy the insurance. For agent i, this holds whenever
∫

Y

∫

S ui(ψ(yi), si)dPi(si|yi)dF (yi) ≥ v̄i where ui is supermodular.

Assume that Pi = P for all i, where P is some FOSD-ordered family. This

means that the agents are exposed to the same shock. However, risk attitutes

(described by the curvatures of ui’s) may still differ across agents. Assume that

P and F are obtained by the insurer from some experiment G and a prior Λ

over S. Suppose that the insurer gains access to an experiment H that is more

accurate than G in Lehmann’s sense.46 Without loss of generality, we may as-

44. Note that there exists a one-to-one mapping between pairs (Λ, G), where Λ is a prior distribution
over S, and pairs (P, F ), which preserves the induced joint distribution over Y × S.
45. Important informativeness criteria are due to Blackwell (1953) and Lehmann (1988). Blackwell’s

criterion captures informativeness when no substantial restrictions are imposed on experiments and
utility functions, whereas Lehmann’s criterion applies to statistical experiments that are MLR-ordered
and quasiconcave families of utility functions with increasing peaks. Quah and Strulovici (2009) proved
that Lehman’s criterion applies to utilities satisfying the (weaker) interval dominance order property.
46. The experiment H is more accurate than G in Lehmann’s sense whenever there exists a map

T : Y × S → Y such that T (y, ·) is increasing for all y ∈ Y , and H(T (y, s)|s) = G(y|s) for all y ∈ Y and
s ∈ S.
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sume that H and Λ give rise to the same marginal distribution F for some pos-

terior family P ′.47 Moreover, one can show that P ′ ≥F P .48 Then, Proposi-

tion 8 implies that, for any ψ, the increasing rearrangement of ψ with respect

to F solves
∫

Y

∫

S ui(ϕ(y), s)dP
′(s|y)dF (y) ≥

∫

Y

∫

S ui(ψ(y), s)dP (s|y)dF (y) for all

i. Thus, agents who buy ψ when the insurer has access to G will also buy ϕ

when the insurer has access to H. Moreover, since ϕ is a rearrangement of ψ,
∫

Y ϕ(y)dF (y) =
∫

Y ψ(y)dF (y). It follows that, if the insurer has access to H, she is

able to sell an insurance to all agents inducing (weakly) lower expected transfers.49

Example 2 – continued: Recall that an ambiguity-averse firm commits to a

decision rule ψ before observing a signal y of the state s. The firm knows that

y has marginal distribution F , and that the family P of posteriors of s given y

belongs to some set P of FOSD-ordered families. When the firm optimlises, its

ex-ante utility V (P) is given by (14).

Given two sets P and P ′, when is it the case that V (P ′) ≥ V (P)? We claim

that this holds if, for any P ′ ∈ P ′ there exists P ∈ P such that P ′ ≥F P . If this

is so, then Proposition 8 implies that, for any ψ, there exists an increasing ϕ such

that, for any P ′ ∈ P ′, (15) holds for some P ∈ P. Since P ′ ∈ P ′ is arbitrary, then

inf
P ′∈P ′

∫

Y

∫

S
u(ϕ(y), y)dP ′(s|y)dF (y) ≥ inf

P∈P

∫

Y

∫

S
u(ψ(y), y)dP (s|y)dF (y).

Since ψ is arbitrary, then V (P ′) ≥ V (P).

4 Conclusion

In this paper, we showed that it is possible to rearrange any decision rule into an

increasing rule in a way that does not alter the induced distribution of actions.

Moreover, doing so increases the expected payoff induced by any supermodular

utility function. In particular, for the purposes of the simultaneous maximisation

of supermodular expected payoffs, the decision maker may restrict attention to

increasing decision rules.

47. Note that H and Λ give rise to some posterior family P ′ and some marginal F ′ which need not
equal F . However, if F ′ is continuous, then the set of distributions over (x, s) that the insurer is able to
induce is the same whether she has access to F ′ or to F .
48. See Milgrom (1981) for a proof.
49. This example is close to Example 6 in Quah and Strulovici (2009), in which a fund manager allocates

the wealth of a group of heterogeneous investors between a safe and a risky asset, based on a signal of its
return. They show that access to a signal that is more accurate in Lehamnn’s sense allows the manager
to increase the utility of all investors, irrespective of their increasing utility functions and priors. Their
reasoning cannot be used to derive our result because it requires the utility functions to be increasing
transformations of each other for any given s. In our setting, this is not the case because the insurer’s
utility is decreasing in x whereas the agents’ utilities are increasing in x.
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Appendix

Note that any ψ ∈ DF induces a distribution over X × Y given by

JψF (x, y) =

∫

Y
I{y′ ≤ y}ψ

(

x
∣

∣y′
)

dF
(

y′
)

. (17)

The following facts will be used in the proof of Lemma 1.

Lemma 2. Let ψ ∈ DF be increasing and comonotone. Then JψF is comonotone.

Proof. Pick (x, y), (x̂, ŷ) ∈ X × Y in the support of JψF . If x = x̂, then either

(x, y) ≤ (x̂, ŷ) or (x, y) ≥ (x̂, ŷ) and result holds. Therefore, suppose without loss

of generality that x̂1 > x1. Then it suffices to show that (x̂, ŷ) ≥ (x, y). Since (x, y)

is in the support of JψF , JψF assigns positive probability to all neighbourhoods

of (x, y). Hence, there exists a sequence (xm, ym)m ⊂ X × Y converging to (x, y)

such that xm is in the support of ψ(·|ym) for all m ≥ 0. Similarly, there exists a

sequence (x̂m, ŷm)m ⊂ X × Y converging to (x̂, ŷ) such that x̂m is in the support

of ψ(·|ŷm) for all m ≥ 0. If, for some i ̸= 1, x̂i < xi, then there would exist m ≥ 0

such that x̂mi < xmi and x̂m1 > xm1 . But then ψ(·|ym) would not be comonotone.

Hence x̂ ≥ x. If ŷ < y, there would exist m ≥ 0 such that ŷm < ym and x̂m1 > xm1 .

Then ψ(x′|ŷm) < 1 and ψ(x′|ym) > 0, where x′1 = (x̂m1 + x̂m)/2 and x′i = maxXi

for i > 1. This contradicts the fact that ψ is increasing. Hence ŷ ≥ y. Result

follows.

Proof of Lemma 1. I prove that ϕ is unique. Suppose that ϕ′ is another increasing

and comonotone rearrangement of ψ with respect to F . Then it suffices to show that

ϕ(·|y) = ϕ′(·|y) for F -almost all y’s. Since ϕ and ϕ′ are increasing and comonotone,

then Lemma 2 implies that JφF and Jφ′F are comonotone. Moreover, since ϕ and

ϕ′ are rearrangements of ψ, JφF and Jφ′F have identical one-dimensional marginal

distributions. Then, since JφF and Jφ′F are comonotone, JφF = Jφ′F . Suppose that

there exists a set Y0 ⊂ Y of positive F -measure such that ϕ(·|y) ̸= ϕ′(·|y) for all

y ∈ Y0 and seek a contradiction. If this is so then, without loss of generality, for any

y ∈ Y0 there exists x ∈ X such that ϕ(x|y) > ϕ′(x|y). Then there exists Y1 ⊆ Y0

and ϵ > 0 such that, for all y ∈ Y1 there exists x ∈ X such that ϕ(x|y)−ϕ′(x|y) > ϵ.

Let g : Y1 → X be given by g(y) = inf{x ∈ X : ϕ(x|y) − ϕ′(x|y) > ϵ}. Since X =

X1× · · ·×Xn where Xi ⊂ R is compact for all i, g is well-defined. Since ϕ(·|y) and

ϕ′(·|y) are right-continuous, ϕ(g(y)|y)−ϕ′(g(y)|y) ≥ ϵ for all y ∈ Y1. Moreover, it is

clear that g is measurable. It follows that
∫

Y1
ϕ(g(y)|y)F(y)−

∫

Y1
ϕ′(g(y)|y)F(y) ≥

ϵ
∫

Y1
dF (y) > 0. That is, JφF puts larger mass on {(x, y) ∈ X×Y1 : x ≤ g(y)} than

Jφ′F . This contradicts the fact that JφF = Jφ′F .

Theorem 1 follows from a version of Lorentz’s inequality proved by Burchard

and Hajaiej (2006). Proposition 9 below is a corollary of their result.

23



Proposition 9 (Corollary of Burchard and Hajaiej 2006). Given φ : (0, 1] → R
m,

let φ′ : (0, 1] → R
m be such that

φ′
i(ω) = inf{z ∈ R : µ({ω′ ∈ (0, 1] : φi(ω

′) ≤ z}) ≥ ω} (18)

for all i ≤ m. Then
∫ 1

0
v
[

φ′(ω)
]

dω ≥

∫ 1

0
v[φ(ω)]dω (19)

for any supermodular function v : Rm → R such that

∫ 1

0
sup

z∈Rm−1

|v(z, φm(ω))|dω <∞. (20)

Moreover, unless

[φi(ω)− φi(ω
′)][φj(ω)− φj(ω

′)] ≥ 0 (21)

for all i, j ≤ m and almost all ω, ω′ ∈ (0, 1], (19) is strict for any strictly super-

modular v such that (20) holds.50

The generalised inverse of a one-dimensional distribution G is the function G− :

(0, 1] → R given by

G−(ω) = inf{z ∈ R : G(z) ≥ ω}.51

The following fact will be used in the proof of Theorem 1.

Lemma 3. Let G be a comontone distribution and let G−
1 , . . . , G

−
m be the generalised

inverses of its one-dimensional marginals. Let φ : (0, 1] → R
m be given by φ(ω) =

[G−
1 (ω), . . . , G

−
m(ω)]. Then φ is a random vector with distribution G.

Proof. Note that φ0 : (0, 1] → R given by φ0(ω) = ω is a random vector with

uniform distribution over [0, 1]. Then result follows from the implication (3) ⇒ (1)

of Theorem 2 of Dhaene et al. (2002).

Proof of Theorem 1. To prove the first part, fix ψ ∈ DF and let ϕ be the increasing

and comonotone rearrangement of ψ with respect to F . Then it suffices to show

that (6) holds for any u ∈ USPM such that
∫

Y supx∈X |u(x, y)|dF (y) < ∞. Fix

u and let φ : (0, 1] → X × Y be a random vector with distribution JψF , defined

in (17). Then (20) holds. Hence Proposition 9 implies that (19) holds, where

φ′ : (0, 1] → R
n+1 is defined by (18). Note that, since φ has distribution JψF

50. Proposition 9 is a special case of a corollary of Theorem 1 of Burchard and Hajaiej (2006), as
expressed in equation (2.2). The authors use a different notation: our φ (resp. φ′, v) corresponds
to their u (resp. u#, F ). Moreover, they require that φ is positive as they impose an integrability
condition on v (expressed in equation 2.1) that is weaker than (20). Given our stronger assumption,
the requirement that φ is positive is void as one may replace φi with e

φi and v with v[log(·), . . . , log(·)].
Note also that, since the domain of φ is restricted to (0, 1], φ trivially vanishes at infinity. Finally, the
second part of Proposition 9 is not stated explicitly in Burchard and Hajaiej (2006), but it follows easily
from the second part of their Theorem 1.
51. If G is invertible, then its inverse equals G−.
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then
∫

Y

∫

X u(x, y)dψ(x|y)dF (y) =
∫ 1
0 u[φ(ω)]dω. Then, it suffices to show φ′ is a

random vector with distribution JφF . Since ϕ is increasing and comonotone, then

Lemma 2 implies that JφF is comonotone. Moreover, for any z ∈ R, µ({ω′ ∈ (0, 1] :

φi(ω
′) ≤ z}) = MψiF (z) for all i ≤ n, and µ({ω′ ∈ (0, 1] : φn+1(ω

′) ≤ z}) = F (z).

Then φ′
i is the generalised inverse ofMψiF for all i ≤ n, and φn+1 is the generalised

inverse of F . Finally, since ϕ is a rearrangement of ψ, the one-dimensional marginal

distributions of JψF and JφF coincide. Hence Lemma 3 implies that φ is a random

vector with distribution JφF . Result follows.

To prove the second part, note that, from Lemma 1, the increasing and comono-

tone rearrangement of ψ with respect to F is unique. Therefore, it suffices to show

that, if ψ is USPM-dominated by some rule ϕ ∈ DF , then ϕ is a rearrangement of

ψ with respect to F . Fix ϕ, ψ ∈ D̂F such that ϕ is not a rearrangement of ψ with

respect to F . Then it remains to show that ϕ does not USPM-dominate ψ, i.e. that

(6) fails for some supermodular payoff u. Since ϕ is not a rearrangement of ψ,

MφiF (x
′
i) ̸= MψiF (x

′
i) for some i ≤ n and x′i ∈ Xi. If MφiF (x

′
i) > MψiF (x

′
i), then

pick u(x, y) = I{xi > x′i}. If MφiF (x
′
i) < MψiF (x

′
i), then pick u(x, y) = I{xi ≤ x′i}.

Note that u is supermodular in either case. Hence ϕ does not USPM-dominate ψ.

Result follows.

To prove the last part, suppose that ψ is not strictly USSPM-dominated by its

increasing and comonotone rearrangement with repsect to F , ϕ. It suffices to show

that ψ is increasing and comonotone. Note that there exists a strictly supermodular

payoff function u such that (6) is not strict. The argument to prove the first part

of the theorem implies that (19) is not strict. Then, Proposition 9 implies that (21)

holds for all i, j ≤ n+1 and almost all ω, ω′ ∈ (0, 1]. Since φ has distribution JψF ,

it follows that JψF is comonotone.52 Then, the argument used to prove uniqueness

in Lemma 1 implies that ϕ(·|y) = ψ(·|y) for F -almost all y’s. Hence ψ is increasing

and comonotone.

Proof of Proposition 1. Since X has more than one element, Xi has more than

one element for some i ≤ n. Without loss of generality, assume that {0, 1} ∈ Xi.

Given y0 < y1, let ψ ∈ DF be such that ψi(y) = 1 − I{y0 < y ≤ y1}. Since

there exists an increasing rearrangement ϕ of ψ with respect to F , F (y1)−F (y0) =

MψiF (0) = MφiF (0) ∈ F (R), where the inclusion follows from the fact that ϕ is

increasing. Then, it suffices to show that, unless F is a continuous or a discrete

uniform distribution, F (y1) − F (y0) /∈ F (R) for some y0 < y1. Suppose that

F does not have an atom at the bottom of its support. Formally, suppose that

for all ϵ > 0, there exists y0 ∈ R such that F (y0) ∈ (0, ϵ). Since F is not a

continuous distribution, it has an atom y1 ∈ R. Then there exists y0 ∈ R such

that F (y0) ∈ (0, p) where p is the probability mass at y1. Hence y0 < y1 and

F (y1) − F (y0) /∈ F (R). Suppose instead that F has an atom y0 at the bottom of

its support. Since F is not a discrete uniform distribution, there exists y1 ∈ R such

52. This follows from the definition of comonotonicty, see Section 2.
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that F (y1) /∈ {mF (y0) : m ∈ N0,m ≤ F (y0)
−1}. Then y1 > y0. Moreover, y1 can

be chosen such that F (y1)− F (y0) /∈ F (R).

Proof of Proposition 2. Suppose that u ∈ U is not supermodular. It suffices to

find a distribution F and ψ ∈ DF such that (6) fails if ϕ ∈ DF is an increasing

rearrangement of ψ with respect to F . Since u is not supermodular, there exists

(x1, y1), (x2, y2) ∈ X × Y such that y2 ≥ y1 and u(x1 ∧ x2, y1) + u(x1 ∨ x2, y2) <

u(x1, y1) + u(x2, y2). Let F be the uniform distribution over {y1, y2} and let ψ ∈

D̂F be such that ψ(yj) = xj for j = 1, 2. Then, ψ admits a unique increasing

rearrangement with respect to F , given by ϕ(y1) = x1∧x2 and ϕ(y2) = x1∨x2. So

∫

Y
u(ϕ(y), y)dF (y)−

∫

Y
u(ψ(y), y)dF (y)

= u(x1 ∧ x2, y1)− u(x1, y1) + u(x1 ∨ x2, y2)− u(x2, y2) < 0.

Therefore (6) fails.
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