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Abstract

This paper builds a theoretical model of communication and learning on a social

media platform, and describes the algorithm an engagement-maximizing platform

implements in equilibrium. This algorithm overexploits similarities between users,

locking them in echo chambers. Moreover, learning vanishes as platform size grows

large. As this is far from ideal, we explore alternatives. The reverse-chronological

algorithm that social platforms reincorporated after the DSA was enacted turns out

to be insufficient, so we construct the Şbreaking-echo-chambersŤ algorithm, which

improves learning by promoting opposite viewpoints. Finally, we advocate for hor-

izontal interoperability as a regulatory measure to align platform incentives with

social welfare. By eliminating platform-speciĄc network effects, interoperability in-

centivizes platforms to adopt algorithms that maximize user well-being.
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interoperability
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1 Introduction

On May 25, 2024, a video on TikTok went viral, exposing a striking disparity in how

Instagram comments were displayed to two users viewing the same post: Eli, the uploader,

and her boyfriend.1 The post, which was public, depicted a girl recording herself every

half hour as she waited for her boyfriend, who was late for their meeting after a golf game.

Under the most relevant comments section, Eli saw remarks reĆecting her frustration, such

as Şoh, this is so rude!Ť and Şit is a disregard for her timeŤ. In contrast, her boyfriend,

who opened the post at the same time, encountered drastically different comments: Şor

you could get your own hobby instead of waiting around for himŤ, Şhe meant 3 a.m., he

is ahead of scheduleŤ, and ŞGod forbid he has a good timeŤ. Eli remarked in the video,

Şthe only difference in how we interact with Instagram is that he is a man, and I am a

womanŤ. She attempted to locate the comments her boyfriend had seen but found they

were absent from her feed.

The video, which amassed nearly three million views, added to the growing public de-

bate about the effects of personalized social media feeds on usersŠ beliefs and perspectives.

While entertainment may be the primary reason users log into platforms like TikTok or

Instagram, these platforms have become pivotal sources of news and opinion formation.

Indeed, more than half of U.S. adults now receive news from social media, with the share

growing signiĄcantly in recent years: between 2020 and 2024, the proportion of adults

regularly accessing news on TikTok rose from 3% to 17%, and on Instagram, from 11%

to 20%.2 This underscores the crucial role of social media platforms as distributors of

information, shaping the way individuals learn and form beliefs. Concerns over these

platformsŠ societal impacts are far from new. Since the 2016 U.S. presidential election,

public scrutiny of algorithmic personalization has intensiĄed, particularly regarding its

potential to foster polarization, spread misinformation, and amplify echo chambers and

hate speech (Silverman, 2016; Allcott and Gentzkow, 2017). Empirical research has since

provided compelling evidence of these harms (Levy, 2021; Allcott et al., 2022; Braghieri

et al., 2022; Bursztyn et al., 2023) and how social media platforms trap users in their

echo chambers (Levy, 2021). In particular, Bursztyn et al. (2023) show that users would

be willing to pay to have others, including themselves, deactivating their TikTok and

Instagram accounts. Internal documents from Meta, revealed in the The Facebook Files

investigation (Horwitz et al., 2021), conĄrm that platforms are aware of these harmful

effects, particularly on vulnerable groups such as teenage girls. Despite these issues, it

is essential to acknowledge the signiĄcant beneĄts of social media, including access to

information, opportunities for social connection, and professional networking (Allcott et

1 The video is public and can be accessed at https://www.tiktok.com/@elieli0000/video/

7373012517016079649?lang=es.

2 Data from the Pew Research Center, available at https://www.pewresearch.org/journalism/

fact-sheet/social-media-and-news-fact-sheet/.
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al., 2020; Armona, 2023).

The feed is a customized scroll of friendsŠ content and news stories that appears on

most social media platforms. Until around 2015, it was reverse-chronological.3 Now, a

proprietary algorithm controls what appears on the screen, based on user behavior on the

platform. Since platformsŠ revenues come from advertising, maximizing proĄts is precisely

maximizing engagement, which may not align with promoting informative communication.

If, as EliŠs video shows, a biased set of comments will maximize the probability you stay

on the platform longer, this is what you will receive.4 Personalized algorithms account for

the increase in engagement and addictive behavior in social media platforms, regardless

of the Ąeld (Guess et al., 2023).

The approval of the Digital Services Act (DSA) by the European Commission in 2022

marks one of the Ąrst signiĄcant regulatory efforts to address issues related to algorithmic

personalization. SpeciĄcally, the DSA mandates that very large online platforms Şpro-

vide at least one option for each of their recommender systems which is not based on

proĄlingŤ,5 offering users an alternative to personalized content. In response, many social

media platforms have reinstated reverse-chronological feeds as the alternative. However,

the mere availability of a reverse-chronological feed does not appear to be alleviating any

of the urgent media-related problems society faces. Moreover, personalization need not

be detrimental to social welfare; it could be used for an improvement, as the following

quote illustrates (Lauer, 2021): ŞIf Facebook employed a business model focused on effi-

ciently providing accurate information and diverse news, rather than addicting users to

highly engaging content within an echo chamber, the algorithmic outcomes would be very

differentŤ. To achieve this, however, we would need to Ąnd a way to align the platformŠs

incentives with social well-being, so that naturally, the optimal algorithm for the platform

would also be optimal for the users.

With all this in mind, we claim that there is a need for theoretical research that guides

the optimal regulatory approach, understanding the incentives of platforms in designing

their optimal algorithm and how they would respond to regulation. Hence, it is crucial

to understand the strategic interplay between an engagement-maximizing platform and

users who value not just the instantaneous joy (coming from scrolling down and posting

their thoughts) that induces them to stay online longer, but also the reward from learning.

3 Social media platforms began transitioning from reverse-chronological feeds to personalized feeds at
different times. Facebook started implementing personalized feeds in 2009, while Twitter (now X)
and Instagram transitioned between 2015 and 2016. Younger platforms, like TikTok, have provided
curated content since their launch.

4 See https://blog.x.com/engineering/en_us/topics/open-source/2023/

twitter-recommendation-algorithm, where X sketches the functioning of its algorithm and
explains how it relies on RealGraph, a predictor of user interaction described in Kamath et al. (2014).

5 Instagram, Facebook, X, TikTok, YouTube and others are classiĄed as very large online platforms as
they serve more than 45 million users.
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This is precisely what this paper intends to achieve, having in mind the relation that users

establish with platforms as Instagram, TikTok or X.

We build a theoretical model where users post messages and learn through a feed

designed by the engagement-maximizing platform. We assume that users derive instan-

taneous utility from engaging in communication with peers about some underlying topic,

and we call this utility stream within-the-platform utility. It has three channels: satis-

faction is brought by reading posts, expressing oneŠs own views (in the sense of being

loyal to own innate opinions; sincerity), and conforming with the rest (in the sense of

matching the opinions that others have shared; conformity).6 This model choice is taken

from Galeotti et al. (2021), where agents prefer taking actions closer to those of their

neighbors and to their own ideal points. One of their motivating examples Ąts our model:

the message Şmay be declaring political opinions or values in a setting where it is costly

to disagree with friends, but also costly to distort oneŠs true position from the ideal point

of sincere opinionŤ. The strength of these incentives depends on model parameters. In

particular, we encompass situations in which conformity is almost negligible. The second

utility stream comes from gathering valuable information on the platform to improve a

decision, termed action utility. The effectiveness of the Covid-19 vaccine, which triggered

signiĄcant public debate,7 is our leading example, as each part of the previously described

utility function can be easily identiĄed. People, driven by both a desire for sincerity and

conformity, used social media to express their views about the beneĄts and risks of vacci-

nation. Note that individuals sought to communicate their personal viewpoints because

vaccination was a pivotal societal concern, but at the same time expressing dissenting

opinions proved to be socially taxing. Additionally, gathering information was crucial to

deciding whether to get vaccinated or not.

In our model, engagement is deĄned as the number of posts a user reads. It is equiva-

lent to the time spent scrolling down before logging out. Crucially, we assume that users

do not decide how much to engage, but that their engagement is controlled by a stochastic

process driven by the instantaneuos joy of consuming content. After reading each post, a

user continues scrolling down with some probability depending on the within-the-platform

utility instantaneously derived. Otherwise, she logs out. Scrolling is, then, seen as an ad-

dictive behavior the user does not control: it is a rather automatic process corresponding

with the intrinsic happiness derived within the platform.8 However, the explicit decision

6 Conformity is a driving-force in social media behavior (Mosleh et al., 2021). It is deĄned as the act
of matching attitudes, beliefs and behaviors to group norms (Cialdini and Goldstein, 2004). Here
we treat conformity as a behavioral bias included at the outset, but it has been widely found as a
product of rational models. See Bernheim (1994) for a theory of conformity and Chamley (2004) for
an overview.

7 Loomba et al. (2021) Ąnd that the acceptance of the Covid-19 vaccine in US and UK declined an
average of 6 percentage points due to misinformation.

8 This assumption could be also interpreted following the Dual Process Theory as in Benhabib and
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to post a message is regarded as a rational move in which the user consciously acts to

maximize her utility. This aligns with the evidence presented by Allcott et al. (2022),

which shows that people are well aware of habit formation yet consume social media as if

they are inattentive to it. Thus, users post messages and then observe those that appear

in their feeds until they log out. Afterwards, they take an action based on the informa-

tion gathered. Feeds are the product of an algorithm designed by the platform which,

as explained earlier, has no incentives to promote learning: engagement purely depends

on within-the-platform utility. The platform, which does not read messages, designs the

algorithm leveraging its information on usersŠ similarities in views. We assume the plat-

form knows perfectly how similar users are, and utilizes this information to maximize

total engagement. We think of similarities being derived from past interactions and usersŠ

personal data by using sophisticated machine learning techniques.9

Beyond the model itself, this paper makes three key contributions. The Ąrst one

is to identify the platform-optimal algorithm and study its properties. As expected,

the platform-optimal algorithm is driven by the desire to maximize expected conformity,

because it is the main force behind engagement. However, the fact that each user knows

her own signal but the platform does not creates an information friction and the platform

overexploits similarity in the feeds. The user would have preferred to have more diverse

views, but is locked in an echo chamber, precisely as Eli shows in her video. This excess

of similarity in the feeds becomes more pronounced as the platform size grows. Then,

the feed becomes Ćooded with close copies of a user and consequently learning vanishes,

contrasting with classical results where large societies learn better (Golub and Jackson,

2010).

The second contribution consists in studying alternatives to the platform-optimal al-

gorithm. We start with the reverse-chronological algorithm, which platforms reinstated

following the enactment of the DSA, and show that it is generally not sufficient to be

considered a suitable alternative. This Ąnding supports a quote from Aridor et al. (2024):

ŞClearly, going back to reverse-chronological ordered feeds is not viable, as platforms

derive proĄt and users derive utility from algorithmically curated contentŤ. Hence, we an-

alyze a variation of the platfom-optimal algorithm that maximizes learning when platform

size is large. This is the breaking-echo-chambers algorithm, which, inspired in mechanisms

of crowd-sourced fact-checking adds a user with opposite views at the top of each feed

induced by the platform-optimal algorithm. It improves learning but slightly decreases

Bisin (2005). For an overview on Dual Process Theory, see Grayot (2020). The fact that engagement
depends only on within-the-platform utility can be seen under the light of present bias: the user
weights disproportionally low the beneĄts of learning when reading posts.

9 FacebookŠs FBLearner Flow, a machine learning platform, is able to predict user behavior through the
use of personal information collected within the platform. See Biddle (2018) for a news piece on it.
The early paper Kosinski et al. (2013) already showed that less sophisticated techniques could predict
a wide range of personal attributes by just using data on ŞlikesŤ.
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conformity and consequently engagement. While it still outperforms the platform-optimal

algorithm for many types of users, it is plausible that real-world individuals may disregard

information from a completely opposing source, complicating its practical implementa-

tion.

Regulating the market structure is not only a more practical policy recommendation

than intervening directly at the algorithmic level, but the utilitarian optimal algorithm

also emerges as the only one that maximizes social welfare. This observation leads to the

third and Ąnal contribution of this paper: a discussion of whether mandating horizontal

interoperability would suffice to incentivize social media platforms to adopt utilitarian

optimal algorithms through competition. While horizontal interoperability has been a

topic in policy debates in recent years as a means to enhance market contestability, we

approach the issue from a different perspective. We propose horizontal interoperability

as an ideal mechanism to align platform incentives with social welfare, thereby fostering

the implementation of healthier algorithms.

Without horizontal interoperability, the network effects that social media platforms

feature (i.e., the fact that the more users join a platform, the more valuable its ser-

vice becomes) create high barriers to entry and induce winner-takes-all (or most) market

dynamics. Market tips and a large incumbent dominates. Horizontal interoperability

compels platforms to connect, so that users from different platforms can interact.10 A

userŠs feed would then be an ordered list of the posts coming from all her friends, regard-

less of which platform they are registered on, designed by the speciĄc algorithm of the

platform the user joined. Crucially, network effects will be shared, and platforms will have

to compete along the non-interoperable dimension, i.e., they will have to compete in the

utility that algorithms offer to users. Each user will choose the platform whose algorithm

offers the highest expected utility, disregarding platform size. And this algorithm is, of

course, the utilitarian optimal algorithm. Then, competing platforms would be forced to

implement this algorithm; otherwise, they risk losing their user base. This is precisely

why we argue that, in the particular case of social media platforms, horizontal interoper-

ability would not only be necessary for raising social welfare (as it is argued to be in any

digital market with strong network effects (Kades and Scott Morton, 2020)), but also suf-

Ącient. However, although the Digital Markets Act introduces horizontal interoperability

for providers of number-independent interpersonal communication services (NI-ICS), such

as WhatsApp, Telegram, or Signal, through Article 7, social media platforms are not yet

subject to any regulation in this regard.

10 For a general intuition of the beneĄts of interoperability in digital markets, we quote Kades and
Scott Morton (2020): ŞInteroperability eliminates or lowers the entry barrier, which is the anticom-
petitive advantage the platform has maintained and exploited. Users will not switch to a new social
network until their friends and families have switched. [...] Interoperability causes network effects to
occur at the market levelŮwhere they are available to nascent and potential competitorsŮinstead of
the Ąrm level where they only advantage the incumbent.Ť
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The rest of the paper is organized as follows. After the literature review, each section

corresponds to each of the contributions described above: Section 2 develops the model,

Section 3 Ąnds the platform-optimal algorithm and characterizes it, Section 4 analyzes

alternative algorithms, and Section 5 discusses horizontal interoperability. Finally, Section

6 concludes.

1.1 Related literature

To the best of our knowledge, this paper provides one of the Ąrst theoretical models

examining personalization algorithms in social media platforms. It is crucial for the

social media literature to understand the effects an strategic platform seeking to maximize

engagement can have on social learning and social welfare by ordering the posts a user

will potentially read. This theoretical paper complements recent empirical research by

Guess et al. (2023), which explores the effects of FacebookŠs and InstagramŠs algorithms.

In particular, their Ąndings are consistent with our theoretical predictions: transitioning

users to a reverse-chronological feed reduces both platform usage and engagement, while

decreasing the prevalence of ideologically similar content and mitigating echo chamber

effects. In our model, echo chambers arise as a deliberate outcome of the platformŠs

strategy, which overexploits user preferences for similarity. This result aligns with the

hypothesis advanced by Pariser (2011) and debated by Levy (2021), who contest the

prevalence of ŞĄlter bubblesŤ.

Our work contributes mainly to the literature on the impact of proĄt-maximizing

platforms on social welfare, particularly in relation to social learning. Acemoglu et al.

(2023) is the closest to us: in a model where agents decide whether or not to pass on

(mis)information, a social media platform creates more homophilic patterns to increase

engagement. Our work is different from theirs in two important dimensions. First, while

their model is about sequential share of (mis)information and agents care about their rep-

utation, we include social learning in the presence of simultaneous communication where

each additional message read weakly increases knowledge. Second, their platform favors

homophily to increase article sharing, as like-minded users are less likely to scrutinize mis-

information. In contrast, we explain the excessive formation of echo chambers through

information frictions, even when platform and user preferences are aligned. Similar the-

oretical Ąndings about the harmful effects of proĄt-driven platforms on user well-being

are seen in Beknazar-Yuzbashev et al. (2024), where, under the assumption of harmful

content being complementary to time spent, the platform Ąnds it optimal to expose users

to it, and in Mueller-Frank et al. (2022), where the platform manipulates information Ćow

to increase revenue even if this ultimately decreases social welfare.

We also provide theoretical grounding for claims that recommendation systems connect

users to content that reinforces their existing beliefs to drive engagement, a phenomenon

previously discussed by scholars such as Sunstein (2017) and empirically veriĄed by Holtz
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et al. (2020). Additional research on the economic motivations for platforms to distort

content can be found in Reuter and Zitzewitz (2006), Ellman and Germano (2009), Abreu

and Jeon (2019), and Kranton and McAdams (2022).

Lastly, this paper engages with the growing literature on interventions and regulations

in social media platforms. For instance, Jackson et al. (2022) analyze how limiting the

breadth and/or depth of social networks can enhance message accuracy, while Guriev et

al. (2023) investigate measures to combat misinformation on platforms like Twitter. Our

proposed breaking-echo-chambers algorithm aligns in spirit with these direct interven-

tions, but, as most of them, ultimately remains imperfect. On the market regulation side,

scholars such as Kades and Scott Morton (2020) underscore the importance of horizontal

interoperability as a crucial condition for fostering contestability in digital markets char-

acterized by strong network effects. Another stream of research (Bourreau and Krämer,

2022; Bourreau et al., 2023; Dhakar and Yan, 2024) examines horizontal interoperability in

the context of number-independent interpersonal communication services under the Dig-

ital Markets Act (DMA), remaining agnostic about the policyŠs ultimate impact, noting

that the elimination of multihoming might inadvertently harm competition. However, we

argue that the social media platforms market operates under distinct dynamics, where the

non-interoperability of algorithms forces platforms to compete on them to capture users.

Finally, for a comprehensive review of the social media literature, we refer to Aridor et

al. (2024).

2 A model of communication and learning through

personalized feeds

We present the baseline model of the paper, inspired by social media platforms such as X,

Instagram, and TikTok. While users primarily log in to these platforms for instantaneous

entertainment, they also serve as spaces for learning and information exchange, where

users gather news and insights through communication with others. This section begins

with an overview, proceeds with the formal details, and concludes with a discussion of

the assumptions underlying the model.

There is an underlying state of the world that users aim to discover in view of a

subsequent action. Joining a social media platform offers users the beneĄt of accessing

information, as fellow users share messages related to that state of the world. However, be-

yond mere information retrieval, users also derive utility from engaging in non-informative

interactions within the platform. Expressing personal opinions and reading othersŠ posts

brings satisfaction, yet encountering disagreement imposes a burden. We deĄne user en-

gagement as the measure of messages read, representing the time spent on the platform

until the user discontinues browsing and exits.
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UsersŠ utility comprises two components: the within-the-platform utility, inĆuenced by

engagement, conformity, and sincerity, and the action utility, which depends on learning,

i.e., how close users can get to the state of the world after communicating on the plat-

form. The platformŠs revenues, in turn, are contingent upon user engagement. Hence,

the platform designs an algorithm seeking to maximize such engagement by leveraging

information on similarities between usersŠ worldviews. This algorithm curates a person-

alized feed for each user, determining the order in which messages appear on the scrolling

screen.

In our baseline model, we assume a monopolistic platform with all users already on

board. Once a user logs in, she decides on which message to post. Engagement, however,

is not a choice variable but follows an addictive process: after reading each message, with

some probability depending on the amount of within-the-platform utility experienced so

far, the user continues scrolling down, while she logs out otherwise.

Now, let us describe the model in detail. There is a set, U , of n users aboard a

social media platform. We assume that every user is a friend of all others, and hence her

neighborhood is the whole user base. Users receive information on the state of the world

θ in the form of a private signal θi ∈ R. Conditional on θ, signals ¶θ1, ..., θn♢ are jointly

normal and their structure is given by











θ1

θ2

...

θn











∼ N (θ, Σ) ,

where θ = (θ, ..., θ) and Σ = (σij) is an n×n symmetric and positive deĄnite matrix. The

signal θi is interpreted as the information the user has about the state of the world prior

to her entry on the social platform. It might be based on inherent personal characteristics

as well as on information collected privately. As information sources, as well as ideology,

might be similar, different usersŠ private information might be correlated. This is captured

by the matrix Σ.

Users know their private signals, the distribution of all signals, the covariance matrix

Σ, and the distribution of the state of the world, for which we crucially assume improper

priors. Thus, conditional on θi, the posterior distributions of θj and θ are normal and

centered on θi, namely θj♣θi ∼ N
(

θi, σjj − σ2
ij

σii

)

for all j ∈ N and θ♣θi ∼ N (θi, σii).

Once logged in the platform, each user i posts a message mi ∈ R and then observes

ei ∈ N messages that appear in her personalized feed, which is provided by the platform.

The number ei ≤ n represents her engagement, and platform proĄts depend precisely on

the sum of all usersŠ engagement,
∑n

i=1 ei. In order to maximize user engagement, the

platform designs an algorithm consisting of an assigment that, given a pair of users i, j,
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tells which position user j occupies in user iŠs feed. Given engagement ei, user iŠs feed is

the set of users from whom user i will observe messages. Formally, an algorithm F is a

collection (Fi)i∈U where Fi ∈ Bij (¶1, ..., n − 1♢, U\¶i♢). Given r ≤ n, Fi(r) is the r-th

user in iŠs ranking induced by F , so iŠs feed for engagement ei is precisely

F
ei

i = ¶Fi(1), ..., Fi(ei)♢.

Users derive utility from two streams: within-the-platform utility and action utility.

Their within-the-platform utility has three components: (i) a positive linear payoff coming

from reading messages; (ii) sincerity: agents dislike deviating from their own signals,11

and (iii) conformity: disagreeing with othersŠ opinions is taxing. Formally, user iŠs realized

within-the-platform utility is

ui(ei, mi, m−i, Fi, θi) = αei − β

Sincerity
︷          ︸︸          ︷

(θi − mi)
2 −(1 − β)

Conformity
︷                    ︸︸                    ︷

∑

j∈F
ei
i

(mi − mj)
2

ei

, (1)

where α > 0 and the parameter β ∈ (0, 1) represents how much sincerity is weighted

with respect to conformity. Note that, in particular, we encompass situations in which

conformity is almost negligible. Within-the-platform utility is not the only source of

utility for users, as they are also concerned about taking an action ai ∈ R that matches

the state of the world. Total realized utility is the weighted average of within-the-platform

utility and action utility, which we deĄne as the squared difference of the action from the

state of the world:

Ui(ei, mi, m−i, ai, Fi, θi, θ) = λ ui(ei, mi, m−i, Fi, θi) − (1 − λ)

Action utility
︷        ︸︸        ︷

(ai − θ)2 , (2)

where λ ∈ (0, 1) weights the relative importance of within-the-platform and action utili-

ties. Summarizing, user i observes θi, chooses a message mi and, after learning messages

¶mj♢j∈F
ei
i

, chooses an action ai to maximize the conditional expectation of Ui.

Along the lines of digital addiction theory, we assume that the user does not con-

trol her scrolling time but, after reading k posts, reads the next message with prob-

ability g(ui(k − 1, mi, m−i, Fi, θi)), where g : R → [0, 1] is some continuous and in-

creasing function. With probability 1 − g(ui(k − 1, mi, m−i, Fi, θi)), the user discon-

tinues scrolling down and exits. Hence, user i features engagement ei with probability

(1 − g(ui(ei, mi, m−i, F , θi)))
∏ei−1

r=1 g(ui(r, mi, m−i, Fi, θi)). In particular, we assume that

there exists some pair 0 < γ < β < 1 such that ∀ x ∈ R, γ < g(x) < β, i.e., no

feed guarantees either continuation or abandonement. Because of the addictive nature

of engagement, we assume that the user treats its time in the platform and something

11 Due to improper priors, sincerity would yield the same results if, instead of being punished for deviating
with her message mi from θi, the user were penalized for deviating from θ.
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exogenous but expected to be Ąnite. Formally, we assume that every user i takes ei as an

independent random variable with some CDF such that Ei[ei] ≤ ẽ for some ẽ ∈ R, where

Ei stands for user iŠs expectations.

The platform knows how engagement works and the function g, the distributions, and

the matrix Σ, but not θ nor ¶θi♢n
i=1. It builds the algorithm F based on Σ to maximize

∑n
i=1 Ep[ei] (where Ep stands for the platformŠs expectations), the sum of the expected

engagement of all users. In summary, the game of communication and learning through

personalized feeds described above consists of the following sequence of events:

1. The platform chooses an algorithm F and (publicly) commits to it.

2. Each user observes her private signal θi.

3. Each user i posts a message mi ∈ R.

4. Each user i observes ei messages in her feed F
ei

i and chooses an action ai.

5. The state of the world is revealed and payoffs are realized.

We devote the last part of this section to a discussion on some of the assumptions that

build the model.

Complete network. This model could be extended to any network given by some

undirected graph G. In this scenario, each user i would belong to a neighborhood Ui and

hence ei ≤ ♣Ui♣. While the results presented below remain valid in such general context,

we choose to work with a complete network for the sake of simplicity of notation and

exposition.

Monopolistic platform, all users on board. We assume that there is only one plat-

form, and all users are already on board. Hence, the platform does not need to care

about capturing them, but only about maximizing their engagement. This is, of course,

a simplifying assumption, but the main social media platforms (Facebook, Instagram,

TikTok or X) are monopolists of their Ąelds:12 even though they can be broadly des-

cribed as social media platforms that enable public posting and private communication,

they differ in their core functionality. Each site dominates a speciĄc Ąeld: photography

(Instagram), short videos (TikTok), reciprocal communication with friends (Facebook),

and micro-blogging (X). In most cases, there is no realistic alternative for the average

user but to stay out, and then, as Bursztyn et al. (2023) show, fear of missing out makes

users join even when they would prefer the platform not to exist.

Improper priors. UsersŠ prior distribution is uniform along R. Intuitively, this means

that no user understands whether her signal is extreme. Indeed, every user believes her

12 Regarding monopoly structures in the social media platform market, the Bundeskartellamt (the Ger-
man competition protection authority) states in its case against Facebook (B6-22/16, ŞFacebookŤ, p.
6): ŞThe facts that competitors are exiting the market and there is a downward trend in the user-
based market shares of remaining competitors indicate a market tipping process that will result in
Facebook becoming a monopolist.Ť (Franck and Peitz, 2023). See Garcia and Li (2024) for a discussion
of monopoly platform strategy after market expansion.
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opinion is central (Ross et al., 1977; Greene, 2004). This assumption is made for the sake

of model tractability. Under normal priors, we can only determine the usersŠ optimal linear

messaging strategies, but we cannot derive an explicit expression for the platform-optimal

algorithm.13

Engagement. Following the literature on digital addiction (Allcott et al., 2020, 2022;

Aridor, 2024), we exclude engagement as a choice variable and instead adopt a simpliĄed

framework in which digital addiction emerges as a by-product of habit formation and

self-control problems. The user continues scrolling based on the instantaneous utility

experienced within the platform up to that point. This setup captures addictive behavior

in a reduced form while reĆecting key characteristics: the probability of engaging for k

periods is always higher than for k′ periods if k < k′, greater utility from reading a message

increases the likelihood of continued engagement, and engagement is independent of the

utility derived from actions. The latter feature can be intuitively understood as an extreme

form of present bias: when scrolling, the user heavily discounts the long-term rewards of

learning (Guriev et al., 2023).

PlatformŠs proĄts as a function of total engagement. Social media platforms

are typically free to access, generating revenue from advertisers who pay for product

placements. These payments are directly tied to user engagement: the greater the en-

gagement, and therefore the exposure to advertisements, the higher the payment adver-

tisers are willing to make. To simplify, this model assumes the platformŠs objective is to

maximize total engagement. Consequently, the platformŠs proĄt function is expressed as

Πp(F , Σ) =
∑n

i=1 Ep[ei].

3 Platform-optimal algorithm

This section characterizes the platformŠs equilibrium algorithm and its implications. We

demonstrate that users truthfully report their private signals irrespective of the feed-

curation algorithm, and the platform, in response, designs a feed excessively driven by

similarity. While this approach maximizes engagement, it exacerbates echo chambers

and undermines user learning as platform size increases, eventually reducing learning to

negligible levels.

The equilibrium concept in this game is Bayesian Nash Equilibrium (BNE). The plat-

form chooses an algorithm F , while each user i chooses a message mi to maximize

λ




αEi[ei♣θi, F ] − β(θi − mi)

2 − (1 − β)Ei






∑

j∈F
ei
i

(mi − mj(θj))
2

ei

♣θi, F









 ,

13 For a general discussion of improper priors, see Hartigan (1983).
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and an action ai (after learning the messages in her feed) to maximize

− (1 − λ)Ei

[

(ai − θ)2♣¶mj♢j∈F
ei
i

]

.

In this framework, for any algorithm the platform picks, users disclose their private signals

in their messages.

Proposition 3.1. Given any algorithm F , every user plays truthtelling in equilibrium,

i.e., m∗
i = θi for all i ∈ U .

Proof. See Appendix A. □

Due to the use of improper priors, any other userŠs signal is, in expectation, equal to

user iŠs signal, i.e., Ei [θj ♣ θi, F ] = θi. Consequently, the platform cannot inĆuence Ąrst-

order moments through the feed it designs and, hence, user i believes that, in expected

terms, every other user will play θi. Deviating from mi = θi is then not proĄtable if

everyone else is also playing truthtelling.

From the result above it directly follows that the platform can only affect user iŠs

within-the-platform utility through the choice of her own feed F
ei

i , but not through

any other userŠs feed. Hence, as user iŠs engagement depends on within-the-platform

utility and not on action utility, maximizing
∑n

i=1 Ep[ei] is for the platform equivalent to

maximizing Ep[ei] for each i ∈ U separately.

Corollary 3.2. It is equivalent for the platform to maximize total user engagement and

maximizing each userŠs individual engagement separately.

We now outline the design of the platform-optimal algorithm P, while the remaining

formal details are left to Appendix A as part of the proof of Proposition 3.3 below. From

the point of view of the platform, and because of truthtelling, user iŠs within-the-platform

utility simpliĄes to Ep[ui(r−1, θi, θ−i, F , θi)] = Ep[(α(r−1)−(1−β) 1
r−1

∑

j∈F
r−1
i

(θi −θj)
2]

when she has read r − 1 messages. The expected probability of staying after reading the

r-th message is then Ep[g(ui(r, θi, θ−i, F , θi))]. To maximize this probability, the platform

chooses a user j to be included next in the feed among those who have not been chosen

yet, i.e., j ∈ U\F
r−1
i . As g is increasing in ui, maximizing g is equivalent to maximizing

ui. Moreover, recall that conformity is the only term in which the platform can affect

user iŠs within-the-platform utility at this stage. Hence, j is chosen according to

j = argmax
l∈U\F

r−1
i

¶−Ep[(θi − θl)
2]♢,

and j is the user whose message has not yet been shown and minimizes the loss coming

from conformity. Thus, the platform-optimal algorithm P is precisely the one which,

when applied to user i, ranks other users in reverse order regarding their loss in conformity

with her. In other words, for any r ≤ n, the feed Pr
i shows the messages of the r users

12



who conform the most with user i. This happens, crucially, from the perspective of the

platform, which is unaware of the particular realizations of the usersŠ private signals. In

short: the algorithm P applied to user i induces a feed given by

P
1
i = argmax

j∈U
¶−Ep[(θi − θj)

2]♢,

P
2
i = P

1
i ∪ argmax

j∈U\P1
i

¶−Ep[(θi − θj)
2]♢,

...
...

P
ei

i = P
ei−1
i ∪ argmax

j∈U\P
ei−1
i

¶−Ep[(θi − θj)
2]♢. (3)

For an explicit example of how the platform designs P leveraging Σ, please refer to

Appendix B.

Proposition 3.3. In equilibrium, the platform chooses the algorithm P as speciĄed in

Equation (3). In other words, the algorithm that maximizes user engagement is the one

that, for each user i, designs a feed in which others appear in reverse order regarding the

expected loss in conformity with user i they induce.

Proof. We refer to Appendix A for the remaining formal details. □

The platformŠs inability to observe private signals fundamentally drives our next result.

On the one hand, the platform minimizes conformity loss, effectively maximizing −Ep[(θi−
θj)

2] through the choice of j. But −Ep[(θi − θj)
2] = −σii − σjj + 2σij, so

j = argmax
j∈U/F

r−1
i

¶−σjj + 2σij♢.

On the other hand, user i, with knowledge of her own signal, would prefer −Ei[(θi −
θj)

2♣θi] = −σjj +
σ2

ij

σii
to be maximized and, hence, to be matched next with some j ∈ U

either very similar or very opposite to her. As the platform is less informed, it only selects

very similar users to user i and, on top of that, Ąxes the weight of similarity to 2, when

the user would rather it depend on 1
σii

. All this drives the user to an excessive similarity

bubble (an echo chamber), while she would prefer to observe a more diverse feed.

Proposition 3.4. The platform overexploits similarity between users when designing its

optimal algorithm.

Proof. As indicated above, the platform selects the next user j in the feed F k
i according

to j = argmax
j∈U/F

r−1
i

¶−σjj + 2σij♢, while user i would prefer j to be selected according to

j = argmax
j∈U/F

r−1
i

{

−σjj +
σ2

ij

σii

}

.

□
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When variances are homogeneous, meaning that each user has an equally precise

posterior of θ, the feed simpliĄes to a pure reverse ranking based solely on similarities. In

this case, users are displayed in decreasing order of their correlation with the feed viewer.

Corollary 3.5. If variances are homogeneous, i.e., σii = σjj = σ2 for all i, j ∈ U , the

platform-optimal algorithm P ranks uniquely in terms of similarity.

Proof. If variances are homogeneous, −Ep[(θi − θj)
2] = −2σ2 + 2σij, and users are ranked

following a weakly decreasing order regarding their covariance to user i (if there were ties,

they would be broken randomly). Hence, P1
i is the Ąrst user in the ranking, P2

i includes

also the second, and so on. □

Note that user iŠs expected conformity becomes (from her point of view) −Ei[(θi −
θj)

2♣θi] = −σ2 +
σ2

ij

σ2 , while for the platform it becomes −Ep[(θi − θj)
2] = −2σ2 + 2σij.

This reveals a disparity consistent with Proposition 3.4: users are served a less diverse

feed than they would prefer, even when learning is disregarded.

Next, we characterize user iŠs optimal action. Although optimal messages are not

affected by the feed, optimal actions are. The next result provides a formal expression

for user iŠs optimal action a∗
i .

Proposition 3.6. For any algorithm F , user iŠs optimal action after reading ei messages

is

a∗
i =

1Σ−1
F

ei
i

θ
t
F

ei
i

1Σ−1
F

ei
i

1t
,

where Σ
F

ei
i

is the restriction of Σ to the users in F
ei

i and θ
t
F

ei
i

is the vector of private

signals of the users in F
ei

i .

Proof. User iŠs optimal action maximizes Ei[(ai − θ)2♣θ
F

ei
i

]. Hence, a simple Ąrst order

condition yields to the optimal action being

a∗
i = Ei[θ♣θ

F
ei
i

] =
1Σ−1

F
ei
i

θ
t
F

ei
i

1Σ−1
F

ei
i

1t

by Lemma A.1. □

To understand the impact of the platform-optimal algorithm on social welfare, we

must examine its effect on learning, which refers to how information gathered on the

platform improves decision-making. Before doing so, we make an additional assumption

for tractability purposes. We assume that usersŠ variances are homogeneous, i.e., that

σii = σjj for all users i, j ∈ U . Thus, we are in the case described by Corollary 3.5. To

clearly indicate that we are now working under homogeneous variances, we will denote

the platform-optimal algorithm as C , referring to the ŞclosestŤ algorithm, as now the

platform simply matches users with those who are most similar, or closest, to them.
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Now, let us analyze how personalization algorithms affects learning. The scenario we

study is precisely that of a large platform size, reĆecting the substantial growth in social

media usage in recent years.14 Learning is deĄned as the increase in expected action utility

resulting from reading messages. When a user picks her optimal action, its expected value

is the posterior variance of θ conditional on the messages in the feed:

E

[

(ai − θ)2♣θ
F

ei
i

]

= E
[

(Ei[θ♣θ
F

ei
i

] − θ)2♣θ
F

ei
i

]

= Var
[

θ♣θ
F

ei
i

]

.

Lemma A.1 allows us to provide an explicit expression for the posterior variance:

Var
[

θ♣θ
F

ei
i

]

=
1

1Σ−1
F

ei
i

1t
, (4)

which, in turn, enables us to calculate the improvement in learning, i.e., in decision-

making after reading a feed, for any algorithm and any platform characterized by U and

Σ. Note that, in this model, the posterior variance is always weakly lower than σ2 for

each user i, meaning that learning is always weakly enhanced after reading a feed.

We now consider a scenario where the platform expands by adding new users to a

given user base U , assuming that the covariances between new and existing users are

drawn from a continuous and symmetric distribution centered at zero and supported on

[−σ2, σ2]. The resulting covariance matrix Σ is assumed to be symmetric and positive

deĄnite. As platform size increases, the mechanism C for feed selection becomes more

apparent. To maximize expected user engagement, the platform selects the feed composed

of the most similar neighbors, minimizing conformity loss. Notably, the expected feed size

remains Ąnite regardless of platform size because the platform expects user engagement

to be bounded: as g(.) ∈ (0, 1), no feed guarantees continuation and the probability of

the user reading an inĄnite amount of posts converges to zero.15 This observation is

formalized in Lemma 3.7.

Lemma 3.7. There exists a well-deĄned k ∈ N such that Ep[ei] ≤ k for all i ∈ U .

Proof. See Appendix A. □

As a consequence of this result, the longest expected feed user i would receive is

contained within C k
i from the platformŠs perspective or C ẽ

i from the userŠs perspective.

Considering how the platform designs its optimal algorithm, the Ąniteness of the feed

implies that as the platform size grows and more neighbors are added, user iŠs feed under

the closest algorithm will increasingly include individuals with higher correlations. In

14 See, for example, the number of social media users from 2011 to 2028 (forecasted) https://www.

statista.com/statistics/278414/number-of-worldwide-social-network-users/.

15 Remember that, by assumption, each user believes their own expected engagement to be Ąnite and
bounded by ẽ.
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other words, user i will observe a feed of closely similar individuals that become even

more similar as n grows. This has two signiĄcant consequences: Ąrst, user iŠs learning

asymptotically vanishes, as formally shown in Proposition 3.8. Second, the user becomes

conĄned to an echo chamber composed of these highly similar individuals. Notably, this

outcome does not align with the userŠs preferences (even without considering learning)

since she would favor matches that include both highly similar and diverse individuals.

The latter, in particular, would signiĄcantly enhance learning.

Proposition 3.8. Under the closest algorithm C , user iŠs learning becomes negligible as

n → ∞:

plim
n→∞

Var[θ♣θ
C

ei
i

] = σ2.

Proof. See Appendix A. □

This Ąnding is in stark contrast to classic learning models where the wisdom of the

crowd enhances learning as the population grows. The main difference is that, here, the

platformŠs strategic role in feed selection undermines learning, making it vanish. Indeed,

as soon as more similar users are available for the platform, they join user iŠs feed and,

at some point, her feed is Ćooded with only positively correlated neighbors and hence

diversity gradually disappears. Interestingly, when n grows very large, every user i has

at least k (where k is taken from Lemma 3.7) other users almost equal to her, and all

those users are very likely to share the same feed. Indeed, in the proof of Proposition

3.8 we show that for every pair of users j and l verifying ρij > 1 − ε and ρil > 1 − ε,

then ρjl > 1 − 4ε + 2ε2. This means that if j and l are in iŠs feed, they will also be in

each othersŠ feed except from the case in which there are ej or el other users even closer

to them. These ideas Ąt completely with the notion of echo chambers and Ąlter bubbles

widely discussed in the literature (Pariser, 2011).

Corollary 3.9. Given Σ, the probability of Ąnding some ñ ∈ N such that, for all n > ñ,

every user in C k
i is positively correlated with user i converges to one.

Proof. Given Σ, there are some m users positively correlated with user i. If m < k, then

we have to look for the k − m remaining users in the extension of Σ. The probability of

not getting k−m positively correlated new users for platform size ñ converges to zero. □

The platform-optimal algorithm not only overexploits similarity and creates echo

chambers but also harms learning in large populations. These issues are signiĄcant in

public debate, raising concerns about the impact of social media platforms on social wel-

fare. The approval of the DSA by the European Commission addresses these concerns.

In particular, the DSA forces platforms to include a non-strategic algorithm which is not

based on proĄling. As a consequence, social media platforms have chosen to reinstate

the reverse-chronological algorithm. The next section is devoted to an analysis of alter-

native algorithms, including the already mentioned reverse-chronological algorithm, the

user-optimal algorithm, and the breaking-echo-chambers algorithm.
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4 The reverse-chronological algorithm and other al-

ternatives

The reverse-chronological algorithm, which will be denoted by R, displays friendsŠ posts

in the (reverse) order they were written. Before the implementation of personalization

algorithms, every social media platform relied on this simple method of presenting the

feed, which is not strategic at all. In this model, we understand the reverse-chronological

algorithm as a random algorithm in which a post will be at the top of the feed with

probability 1
n−1

. Consequently, this algorithm does not create echo chambers but pro-

vides users with diverse views. As one could expect, when the platform size grows large,

the reverse-chronological algorithm outperforms the platform-optimal algorithm in terms

of learning, although it performs worse in terms of conformity. The effect on overall

utility depends on how users weight sincerity, conformity, and learning. However, for

small populations, it is not even the case that individuals consistently learn better under

the reverse-chronological algorithm, and within-the-platform utility is, of course, higher

under the platform-optimal algorithm. Therefore, we are far from being able to state

unambiguously that this algorithm is a reliable alternative for the platform-optimal algo-

rithm, which motivates our search for a better substitute. Let us go through these ideas

in detail.

Remember that, under the closest algorithm, C , learning vanishes when platform size

grows large (Proposition 3.8). However, the random nature of R yields better learning

asymptotically:

plim
n→∞

Var[θ♣θ
R

ei
i

] =
σ2

ei

.

This is, of course, not surprising. Hence, there is a trade-off between learning and con-

formity when a user compares her expected utility under both algorithms.

Proposition 4.1. Given Σ, the closest algorithm outperforms the reverse-chronological

algorithm in large populations if and only if

λ > max
i∈U







1 − Ei

[
1
ei

]

1 − Ei

[
1
ei

]

+ (1 − β)Ei

[
∑

j∈R
ei
i

(1−ρ2
ij

)

ei
♣θi, F

]







.

Moreover, the closest algorithm is always worse than the reverse-chronological algorithm

in terms of learning.

Proof. See Appendix A. □
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Note that we can rewrite the condition as

λ > max
i∈U







1

1 +
(1−β)Ei

[
∑

j∈R
ei
i

(1−ρ2
ij

)

ei
♣θi,F

]

1−Ei

[
1
ei

]







,

where the term Ei

[
∑

j∈R
ei
i

(1−ρ2
ij

)

ei
♣θi, F

]

is non-negative, and, hence, there is always some

λ ∈ (0, 1) satisfying the condition. Indeed, for most conĄgurations of the game, the

closest algorithm outperforms the reverse-chronological algorithm for almost every λ,

as illustrated in Figure 1, where we have used the conĄguration from the example in

Appendix B.
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Figure 1: Expected utility under C and R for λ ∈ (0, 1).

To build intuition for the subsequent results, let us analyze futher how Var
[

θ ♣ θ
F

ei
i

]

depends on the covariance structure Σ. Recall the explicit expression for the variance

derived in Equation (4), which relies on the precision matrix Σ−1. This matrix encodes

the partial correlations between signals. SpeciĄcally, the precision matrix describes con-

ditional dependencies: the partial correlation between θi and θj, controlling for all other

signals, is given by

− xij√
xiixjj

,

where xij is the (i, j)-th entry of Σ−1. This highlights that learning depends not only

on direct correlations but also on conditional relationships across the feed. In other words:

the effect of placing user j in user iŠs feed for user iŠs learning depends not just on how

correlated i and j are, but also on how correlated is j with the rest of users in iŠs feed.
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To further understand how learning responds to changes in the the relation between user

i and some other user j in her feed, i.e., σij, observe that the derivative of iŠs posterior

variance with respect to σij depends on how both i and j relate to each other user l in iŠs

feed:

∂

∂σij

Var
[

θ ♣ θ
F

ei
i

]

∝
∑

l∈F
ei
i

xilxjl.

Thus, bringing to user iŠs feed some user j that is more correlated to her improves learning

if the interactions between i, j and each other user are aligned, but could reduce learning

if they are misaligned. The fact that taking a more correlated user to the feed might

decrease learning is illustrated in the next example, in which platform size is small. For

large platform sizes, however, Ąnding highly correlated users with i that are misaligned

with the rest of the feed is complicated essentially because feeds become echo chambers.

This phenomenon causes learning to be non-monotonic under the closest algorithm, as

we can observe in Figure 2, where we plot realizations of learning under R and C as n

increases for a population growing from n = 30 to n = 5000, constant engagement k = 30

and parameters λ = 0.5 and β = 0.2.

Platform Optimal Algorithm

Reverse Chronological Algorithm

Figure 2: UserŠs posterior variance as population grows;
engagement is Ąxed to k = 30.

Consider now a tiny network composed of four individuals (n = 4), and assume, for

this exercise, ei = 3 and that the distribution of signals, conditional on θ, is as follows:











θ1

θ2

θ3

θ4











∼ N (θ, Σ) ; Σ =











1 0.8 0.7 0.5

0.8 1 0.3 0.6

0.7 0.3 1 0.4

0.5 0.6 0.4 1











.
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The closest algorithm induces, for user 1, a feed given by C
ei
1 = ¶1, 2, 3♢. Assume that

a particular realization of the reverse-chronological algorithm induces the feed R
ei
1 =

¶1, 3, 4♢. Posterior variances are Var[θ♣¶θ1, θ2, θ3♢] = 0.58 for the closest algorithm and

Var[θ♣¶θ1, θ3, θ4♢] = 0.68 for the reverse-chronological algorithm. Surprisingly, C yields

better learning. The covariance to user 1 is not the unique driving force of learning;

the conditional correlations between other users in the feed also play a role as we have

indicated above.

From the discussion above, we conclude that the reverse-chronological algorithm might

be a potential alternative to enhance learning, but it does not seem realistic to expect its

return to social media platforms to be effective: most users are better off under the closest

algorithm, even if the platform size is large. While one of the DSAŠs goals is to address the

harms caused by personalization algorithms (a signiĄcant one being the echo chambers

they create, as described in Section 3), reinstating the reverse-chronological feed does not

seem to be a meaningful solution. This is understandable: personalization algorithms

were designed with the objective of maximizing engagement, and they have certainly

succeeded (Guess et al., 2023), as the platform-optimal algorithm is a sophisticated tool

built to provide users with immediate gratiĄcation.

Another alternative worth exploring is modifying the platform-optimal algorithm. Re-

cently, platforms like X and Facebook have adjusted their algorithms by adding new tools,

such as crowd-sourced fact-checking or directly incorporating sponsored messages.16 Next,

we study how a modiĄed platform-optimal algorithm, which we call the breaking-echo-

chambers algorithm, B, would function in our model. It simply involves adding a user

with opposing views to the closest feed. Formally, for every i ∈ U , Bi(k) = Ci(k − 1) for

all 2 ≤ k ≤ n, and Bi(1) is the user in the platform with the highest negative correlation

to user i.

The result below shows that, asymptotically, B allows the user to correctly learn the

state of the world, maximizing learning at no cost in conformity. Remember that user iŠs

expected conformity is σ2− σ2
ij

σ2 , so that she is indifferent between a covariance of σij = −σ2

or σij = σ2. Then, asymptotically, the breaking-echo-chambers algorithm incurs in no

penalty in conformity, and both conformity and learning are simultaneously maximized.

When platform size grows large, the breaking-echo-chambers algorithm converges to a

utilitarian optimal algorithm. In contrast, the Ąnite case is ambiguous: if there is a very

opposite user available to be selected, neither conformity nor engagement will be that

harmed and learning will be signiĄcantly improved. However, it might be the case that

no such user is available, and then conformity and engagement are compromised: even

though there might be an improvement in learning, the platform-optimal algorithm keeps

providing higher utility.

16 See Martel et al. (2024) for an overview on crowd ratings as a measure to identify misinformation.
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Proposition 4.2. When platform size grows large, the breaking-echo-chambers algorithm

outperforms the closest algorithm and converges to a utilitarian optimal algorithm.

Proof. See Appendix A. □

Social media platforms have already implemented algorithm modiĄcations that pro-

mote content aimed at improving user information. For example, in 2021, Twitter (now

X) launched Birdwatch, a feature that gained widespread use in 2023, allowing contrib-

utors to provide context for posts. Since in our model the platform does not know the

messages of the users, we cannot create a similar feature where the platform aggregates

user messages to obtain (and potentially share) an estimator for θ. However, this is

effectively what the breaking-echo-chambers algorithm accomplishes when platform size

is large enough. Note that the outcome would be the same in both cases: each user

reads (and learns about) the state of the world while simultaneously deriving signiĄcant

instantaneous utility from interacting with similar friends.

In any case, implementing such an algorithm has some obvious drawbacks: it requires

some complicated regulatory enforcement (the platform has no incentives to modify its

optimal algorithm), and its long-term viability in the real world remains questionable.

Even if opposite content is enforced, maybe through sponsored public service announce-

ments with regular frequency or by directly incorporating dissimilar views into the feed,

any user may simply choose to disregard such artiĄcially added content and, perhaps

naively, opt not to engage with it.

So far, we have explored two alternatives to the platform-optimal algorithm: the

reverse-chronological algorithm, which is the current alternative to the platform-optimal

algorithm for users in most social media platforms, and an artiĄcial improvement to the

platform-optimal algorithm: the breaking-echo-chambers algorithm. However, neither of

these alternatives is fully satisfactory, as either their performance or their viability (or

both) is questionable. There is, however, one alternative we have not yet examined: the

utilitarian optimal algorithm. This algorithm maximizes user well-being, and, by Corol-

lary 3.2, this is equivalent to maximizing the expected utility of each user. Nonetheless,

we cannot provide a closed-form expression for this algorithm. We do, however, offer an

example in Appendix B. We will denote the user-optimal algorithm as U , and the next

section is dedicated to exploring how, under the imposition of horizontal interoperability

in the social media market, platforms would implement it.

5 The need for horizontal interoperability

Thus far, we have assumed a monopolist platform serving a pool of n users already on

board. In this scenario, the platform is not concerned with user acquisition but focuses

solely on maximizing engagement. This reĆects the current landscape of social media
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platforms, where large incumbents like Facebook or X effectively operate as monopolists

within speciĄc niches. For instance, if someone seeks to join a microblogging commu-

nity, they are likely to choose X. While alternatives like Mastodon or Bluesky exist, the

decisive factor is that their friends are on X. Network effects, which are a deĄning fea-

ture of social media platforms where a platformŠs value increases with user participation,

strongly protect these incumbents. Consequently, platforms have signiĄcant incentives

to grow their user base, offering greater network beneĄts than their competitors. This

creates high barriers to entry for new challengers, who must provide a vastly superior

service to overcome the incumbentsŠ advantages. For example, this dynamic was evident

when Facebook displaced MySpace as the leading social networking site in 2009, though

arguably, such an event has not occurred again since.

Let us formally deĄne network effects regarding algorithms: we say that an algorithm

F features network effects for user i if user i prefers platform size n to grow to n + 1.

Now, note that algorithms heavily rely on platform size, so network effects are particu-

larly relevant.17 The larger the network, the more possibilities for optimizing feeds and,

eventually, the higher the expected utility for users. This is evident for the user-optimal

algorithm: since platform and user incentives are aligned, a larger pool from which the

platform can curate a feed translates to higher expected utility. However, the situation

is more nuanced for the closest algorithm, as two opposing forces come into play when

the platform size increases. On one hand, within-the-platform utility increases due to

better matching possibilities. On the other hand, learning might decrease (we know that

learning does not behave monotonically for small size increases, but that it asymptoti-

cally vanishes). Intuitively, the strategic role of the platform means the Ąrst force should

dominate for users that care enough about within-the-platform utility: the feed is chosen

to maximize it, with the effects on learning being a secondary consequence.

Proposition 5.1. There exists some ρ̄ < 0 such that if ρij ≥ ρ̄ for all j ∈ C k
i , the closest

algorithm features network effects for user i if and only if λ > λn
i , where

λn
i := − ∆ Varn

i

∆ Varn
i −σ2Ei

[
1
ei

] (

ρ2
ir − Ei

[

ρ2
i(n+1) ♣ θi, Ci(n)

]) ,

and ∆ Varn
i = Ei

[

Var[θ ♣ θC (n+1)] − Var[θ ♣ θC (n)] ♣ θi, C (n)
]

denotes the expected change

in posterior variance for user i when platform size grows to n+1, ρir = minj∈C k
i
¶ρij♢ and

(abusing notation) n + 1 denotes the user who joins the platform to make it grow.

Proof. See Appendix A. □

This result implies that when users are matched with positively correlated individuals

(or at least not too negatively correlated ones, as ρ̄ < 0), the closest algorithm exhibits

17 Many other services, such as privacy protection tools, accessibility or design do not depend on platform
size.
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network effects for users who do not disproportionally weight action utility with respect

to within-the-platform utility. By Corollary 3.9, this holds true for sufficiently large plat-

forms. Thus, large social media platforms that implement the closest algorithm inherently

exhibit network effects. As a result, when a large incumbent adopts this algorithm, it at-

tracts users and causes the market to tip in its favor. There are no incentives for either

the platform or users to deviate, effectively locking users into the ecosystem. This un-

derscores the importance of horizontal interoperability, which the European Commission

deĄnes as Şthe ability of information systems to exchange data and enable information

sharingŤ. Horizontal interoperability has been argued to be a necessary condition for

fostering contestability in digital markets dominated by strong network effects (Kades

and Scott Morton, 2020). With horizontal interoperability, network effects are no longer

exclusive to incumbents but instead shared with new entrants, transforming them into a

public good. This shifts competition dynamics from platforms competing for the market

to competing within the market (BelleĆamme and Peitz, 2020). Some industries, such as

mobile phone and email services, already feature interoperability. For example, a Yahoo

user can seamlessly send an email to a Gmail user, and vice versa.

The Digital Markets Act (DMA), enacted by the European Commission in November

2022, is the Ąrst regulatory attempt to introduce horizontal interoperability in digital

markets. In its Article 7, it mandates horizontal interoperability between messaging ser-

vices provided by gatekeepers. However, some experts remain skeptical about the overall

effect of horizontal interoperability in digital markets and, in particular, in the messaging

services market (Bourreau and Kraemer, 2023; Bourreau et al., 2023; Dhakar and Yan,

2024). Nevertheless, there is a critical distinction between social media platforms and

the rest of the digital markets: personalization algorithms. These algorithms represent

a non-interoperable feature where, in the absence of platform-speciĄc network effects,

platforms would need to compete to attract users. This is why we argue that horizontal

interoperability acts as a silver bullet in the social media platforms market.

Let us elaborate on how horizontal interoperability would work on social media plat-

forms. It would enable a user from platform A to view posts from friends on platform B,

and vice versa. In practical terms, user i on platform A would receive a feed curated by

platform AŠs algorithm, which could include posts from friends on platform B. Similarly,

user j on platform B would see a feed where all her friendsŠ posts appear, regardless of

the platform they are registered on, arranged according to platform BŠs algorithm.18 In

this model, the only way for platforms to differentiate themselves is by offering users a

better algorithm, i.e., one that maximizes their expected utility. Following a simple ‘a

18 Although we consider a complete network in this paper, the fact that results apply to general networks
might be interesting for this section. With horizontal interoperability, users can maintain their network
of connections regardless of the platform each friend uses. This is analogous to the mobile phone
industry, where the focus is on whether a friend owns a mobile phone, not which company provides
the service.
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la Bertrand argument, platforms would be compelled to optimize for user well-being (in

other words, they would have to implement the user-optimal algorithm) because failing to

do so would result in users migrating to competitors, as network effects would no longer

lock them in. While implementing horizontal interoperability on social media platforms

might face technical challenges and strong resistance from the largest platforms, we argue

that ensuring user well-being in Europe requires extending the DMA to include horizontal

interoperability for social media platforms.

6 Conclusion

We have developed a theoretical model of communication and learning through personal-

ized feeds and demonstrated that engagement-maximizing platforms tend to overexploit

user similarities when designing these feeds. As platform size increases, feeds become

dominated by like-minded users, leading to the formation of echo chambers and severely

impaired learning. As Pariser (2011) warned, algorithmic Ąltering can result in intellectual

isolation and social fragmentation by exposing users primarily to like-minded individuals.

Our model provides a theoretical foundation for this observation and suggests that such

outcomes represent the trade-off inherent in platforms managing information exchanges

to maximize engagement, as Guess et al. (2023) show empirically. Institutional efforts to

improve this situation have relied on the reverse-chronological algorithm, but our analysis

suggests that it may not be sufficient. Users enjoy receiving recommended content, and

while a random selection might enhance learning, the associated disutility may outweigh

the beneĄts. Although the breaking-echo-chambers algorithm, whose effects resemble

those of crowd-source fact-checking, might be a promising alternative when the platform

size is large, its practical implementation faces challenges. We then propose the imple-

mentation of horizontal interoperability. This approach leverages the non-interoperable

nature of algorithms, ensuring platforms are forced to compete in the absence of network

effects. Such competition would naturally incentivize platforms to adopt healthier algo-

rithms that balance usersŠ desire for conformity with signiĄcant improvements in learning.

Our modeling choices provide several avenues for extending this work. First, we as-

sumed improper priors for tractability, while normal priors are more standard in the

literature. Under normal priors, users gain a clearer understanding of their relative ide-

ological positions. In this framework, truthful reporting is no longer an equilibrium;

instead, users post a convex combination of their private signal and the prior. Crucially,

the algorithm would exert a signiĄcant inĆuence on each userŠs message. We hypothesize

that this could intensify echo chambers through a dual mechanism, without altering our

conclusions conceptually. First, users closer to like-minded individuals would Ąnd their

messages increasingly aligned with both their private signals and group consensus. Sec-

ond, the existing tendency toward conformity would amplify this effect. However, deriving

explicit expressions for algorithms under this framework remains intractable.
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Second, our model assumes that user engagement stems from a desire for both sincer-

ity and conformity. While plausible, this assumption overlooks an important behavioral

aspect: platforms also exploit user interaction driven by exposure to opposing content.

Evidence suggests that interaction likelihood follows a U-shaped curve, peaking when users

encounter either very similar or highly dissimilar content. A promising extension of our

work would involve modeling this U-shaped interaction curve to understand how learning

unfolds in the presence of opposing viewpoints. In such a framework, user engagement

might follow the U-shaped dynamic, while user utility would continue to depend on con-

formity and learning. We speculate that this extension would yield similar distinctions

between platform-optimal and utilitarian algorithms, ultimately leading to comparable

conclusions with the ones we provide.

Finally, a promising research avenue involves developing a comprehensive theoreti-

cal model to study the implementation of horizontal interoperability in digital markets,

particularly for social media platforms. Such a model could provide insights into how

interoperability affects innovation and whether challenges such as security and privacy

concerns, the loss of multi-homing, or the discoverability problem are signiĄcant enough

to hinder its effectiveness.
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cott, Taylor Brown, Adriana Crespo-Tenorio, Drew Dimmery, Deen Freelon,

Matthew Gentzkow et al., ŞHow do social media feed algorithms affect attitudes

and behavior in an election campaign?,Ť Science, 2023, 381 (6656), 398Ű404.
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A Omitted proofs

Proof of Proposition 3.1

Proof. User i chooses a message mi ∈ R to maximize her within-the-platform expected

utility, knowing her private signal θi and the algorithm F . I.e., user i picks mi to maxi-

mize

Ei[ui♣θi, F ] = λ




αiE[ei♣θi, F ] − β(θi − mi)

2 − (1 − β)Ei






∑

j∈F
ei
i

(mi − mj(θj))2

ei
♣θi, F









 .

Note that ei is for the user an exogenous random variable that does not depend on mi.

Thus, such optimal message mi is chosen to maximize

−β(θi − mi)
2 − (1 − β)




m2

i + Ei






∑

j∈F
ei
i

mj(θj)
2

ei

♣θi, F




 − 2miEi






∑

j∈F
ei
i

mj(θj)

ei

♣θi, F









 .

The Ąrst order condition with respect to mi yields

mi = βθi + (1 − β)Ei






∑

j∈F
ei
i

mj(θj)

ei

♣θi, F




 . (5)

As this holds for all j ∈ U , we substitute in this expression mj(θj) = βθj + (1 −
β)Ej

[
∑

l∈F
ej
j

ml(θl)
ej

♣θj, F

]

for all j ∈ F
ei

i , and then we repeat the procedure for every

l ∈ F
ej

j and for all j ∈ F
ei

i and so on and so forth up to m times.

mi = βθi + (1 − β)Ei






∑

j∈F
ei
i

mj(θj)

ei

♣θi, F




 .

= βθi + (1 − β)Ei






∑

j∈F
ei
i

1

ei




βθj + (1 − β)Ej






∑

l∈F
ej
j

ml(θl)

ej

♣θj, F














 (6)

Note, at this stage, that because of improper priors and by using the Law of Iterated

Expectations, we obtain Ei

[
1
ei

∑

j∈F
ei
i

θj♣θi, F
]

= θi. In detail:

Ei






∑

j∈F
ei
i

θj

ei

♣θi, F




 = E




Ei






∑

j∈F
ei
i

θj

ei

♣θi, F , ei




 ♣θi, F




 = E






∑

j∈F
ei
i

Ei [θj♣θi, F , ei]

ei

♣θi, F






= E

[

eiEi [θj♣θi, F , ei]

ei

♣θi, F

]

= Ei[θj♣θi, F ].

Applying this property to the Ąrst term in the brackets of Equation (6) and continuing
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with the expansion, we obtain:

mi = βθi + (1 − β)βθi + (1 − β)2
Ei






∑

j∈F
ei
i

Ej






∑

l∈F
ej
j

ml(θl)

eiej

♣θj, F




 ♣θi, F




 = ...

= βθi

m−1∑

r=0

(1 − β)r

+ (1 − β)m
Ei






∑

j∈F
ei
i

Ej






∑

l∈F
ej
j

...Em




∑

p∈F
em
m

mp(θp)

eiej...em

♣θm, F



 ...♣θj, F




 ♣θi, F




 . (7)

This expression holds for all m ∈ N, so we can take limits when m → ∞. On the one

hand, limm→∞
∑m

r=0(1 − β)r = 1
β
, and, hence, the Ąrst term in Equation (7) is simply θi.

On the other hand, the second term vanishes as m → ∞. Hence, m∗
i = θi for all i ∈ U

and we have truthtelling for any algorithm F . □

Proof of Proposition 3.3

Proof. We show this result in two steps. First, we prove that maximizing the probability of

user i staying one more period means showing her in her feed the message of a user (that, of

course, has not appeared yet) who minimizes the expected conformity loss between them.

Second, we show that an algorithm that reversely ranks with respect to the expected

conformity loss to user i is precisely the one that maximizes expected engagement.

The probability that, under algorithm F , user i stays for one more period after reading

k posts is given by g(ui(k, mi, m−i, F , θi)). Let us refer to such probability as g(ui(k, F ))

to easen notation. To maximize such probability, the platform chooses the next user to

appear in iŠs feed according to

Fi(k) = argmax
j∈U\F

k−1
i

¶Ep[g(ui(k, F ))]♢.

As g is increasing on ui and expectations preserve orders, maximizing Ep[g(ui(k, F ))] is

equivalent to maximizing Ep[ui(k, F )] and, because of truthful reporting, the only term

in user iŠs within-the-platform utility ui that the platform can affect is conformity. Hence,

the platform effectively chooses the k-th user in iŠs feed according to

Fi(k) = argmax
j∈U\F

k−1
i







−1

k
Ep






∑

l∈F
k−1
i

(θi − θl)
2 + (θi − θj)

2












= argmax
j∈U\F

k−1
i

{

−Ep

[

(θi − θj)
2
]}

. (8)

Maximizing the probability of user i staying for one more period is equivalent to

minimizing the conformity cost of such subsequent period.
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Now, let us show that an algorithm built by choosing the next user according to

Equation (8) maximizes expected engagement. Given F , the probability of staying at

least until period k is Πk−1
j=1g(ui(k, F )), and the probability of staying precisely until period

k is

(1 − g(ui(k, F )))
k−1∏

j=1

g(ui(j, F )).

Now, let us take two algorithms, namely F and F ′, such that the complete feed they

show to user i is identical except from the fact that two users are interchanged, i.e., there

exist a pair of users t and t′ such that

Fi(t) = F
′
i (t

′) and Fi(t
′) = F

′
i (t).

Moreover, we assume without loss of generality that −Ep [(θi − θt)
2] > −Ep [(θi − θ′

t)
2],

i.e., that Fi shows before the user who penalizes conformity the least among the two in

the pair. Also without loss of generality, we can reorder users so that t = 1 and t′ = 2

and, then, g(ui(1, F )) > g(ui(1, F ′)). The goal is to show that Fi yields higher expected

engagement, where the formal expression for expected engagement is precisely

Ep[ei♣F ] =
n∑

r=1

[

r Ep

[

(1 − g(ui(r, F )))
r−1∏

k=1

g(ui(k, F ))

]]

.

By construction, Ep[g(ui(r, F ))] = Ep[g(ui(r, F
′))] for all r ≥ 2. Finally, as g(ui(1, F )) >

g(ui(1, F ′)),

Ep[ei♣F ] =
n∑

r=1

[

r Ep

[

(1 − g(ui(r, F )))
r−1∏

k=1

g(ui(k, F ))

]]

≥
n∑

r=1

[

r Ep

[

(1 − g(ui(r, F
′)))

r−1∏

k=1

g(ui(k, F ′))

]]

= Ep[ei♣F ′],

where the inequality can be shown to be true by induction. Finally, consider any algorithm

F . We have shown that taking any two users in a feed it induces and reordering them

reversely following their loss in conformity improves such feed. If we repeat this procedure

until no further improvement is possible, we obtain the platform-optimal algorithm P.

This argument Ąnishes the proof. □

Lemma A.1. The posterior distribution of θ conditional on θ
F

ei
i

is given by

θ♣θ
F

ei
i

∼ N




1Σ−1
F

ei
i

θ
F

ei
i

1Σ−1
F

ei
i

1t
,

1

1Σ−1
F

ei
i

1t



 ,

where 1 is a n-vector of ones, Σ
F

ei
i

is the restriction of Σ to the users in F
ei

i , and θ
F

ei
i

is the vector of private signals of the users in F
ei

i .
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Proof. Let us assume, for simplicity, that the signals user i observes in her personalized

feed F
ei

i are θ
F

ei
i

= ¶θ1, ..., θei
♢. We know that (θ1 ... θei

) ∼ N (θ, Σ
F

ei
i

) because of the

properties of the multinormal distribution. Now, the posterior distribution of θ conditional

on θ
F

ei
i

is proportional to the likelihood function:

g(θ♣θ
F

ei
i

) ∝
(

2π det(Σ
F

ei
i

)
)−1/2

exp
[

−1

2
(θ − θ

F
ei
i

)tΣ−1
F

ei
i

(θ − θ
F

ei
i

)
]

=
(

2π det(Σ
F

ei
i

)
)−1/2

exp
[

−1

2

(

θ2
1Σ−1

F
ei
i

1
t − 2θ1Σ−1

F
ei
i

θ
F

ei
i

+ θ
t
F

ei
i

Σ−1
F

ei
i

θ
F

ei
i

)]

.

Multiplying by the constant
√

1Σ
F

ei
i
1t

√

det(Σ
F

ei
i

), we obtain:

g(θ♣θ
F

ei
i

) =

√

1Σ
F

ei
i
1t

2π
exp



−1

2



θ2
1Σ−1

F
ei
i

1
t − 2θ1Σ−1

F
ei
i

θ
F

ei
i

+
(θt

F
ei
i

Σ−1
F

ei
i

1)2

1Σ−1
F

ei
i

1t









=

√

1Σ
F

ei
i
1t

2π
exp











−1

2










θ −
1Σ

−1

F
ei
i

θ
F

ei
i

1Σ
−1

F
ei
i

1t

√
1

1Σ
−1

F
ei
i

1t










2









.

This is the distribution function of a normal random variable with mean
1Σ

−1

F
ei
i

θ
F

ei
i

1Σ
−1

F
ei
i

1t
and

variance 1
1Σ

−1

F
ei
i

1t
. Thus,

θ♣θ
F

ei
i

∼ N




1Σ−1
F

ei
i

θ
F

ei
i

1Σ−1
F

ei
i

1t
,

1

1Σ−1
F

ei
i

1t





as we wanted to show. □

Proof of Proposition 3.7

Proof. For any algorithm F , the platformŠs expectation over user iŠs engagement is a

Ąnite real number even if platform size grows asymptotically large. If platform size is n,

expected engagement is given by

Ep[ei] = Ep

[
n∑

r=1

[

r(1 − g(ui(r, F )))
r−1∏

k=1

g(ui(k, F ))

]]

.

Note now that we have assumed that there is some pair 0 < γ < β < 1 such that for all
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x ∈ R, 0 < γ < g(x) < β < 1. Thus,

Ep[ei] = Ep

[
n∑

r=1

[

r(1 − g(ui(r, F )))
r−1∏

k=1

g(ui(k, F ))

]]

= Ep

[
n∑

r=1

[

r
r−1∏

k=1

g(ui(k, F ))

]

−
n∑

r=1

[

rg(ui(r, F ))
r−1∏

k=1

g(ui(k, F ))

]]

≤ Ep

[
n∑

r=1

rβr−1 −
n∑

r=1

rγr

]

=
n∑

r=1

rβr−1 −
n∑

r=1

rγr.

As this is true for all n ∈ N, we can take limits and state that, when platform size grows

asymptotically large, user iŠs expected engagement is Ąnite:

lim
n→∞

Ep[ei] ≤ lim
n→∞

[
n∑

r=1

rβr−1 −
n∑

r=1

rγr

]

=
1

(1 − β)2
− γ

(1 − γ)2
.

Finally, let us deĄne

k := min

{

k̃ ∈ N such that k̃ ≥ 1

(1 − β)2
− γ

(1 − γ)2

}

and note that k > 1 because 1
(1−β)2 − γ

(1−γ)2 > 1 if and only if (2β − γ − β2) + (2βγ2 −
2βγ) + (γβ2 − β2γ2) > 0, which holds precisely because 0 < γ < β < 1. □

Proof of Proposition 3.8

Proof. Remember that ρij refers to the correlation between user i and user j. Now, given

the generating process for new users, for every ε > 0, there is some n̄ ∈ N such that if

n > n̄, there are k user iŠs neighbors j1, ..., jk such that P[ρjr,i > 1 − ε] > 1 − γ for all

r ∈ ¶1, ..., k♢ and γ > 0. On the other hand, applying the Cauchy-Schwarz inequality to

the correlations between the pairs formed by user i and two other users, say jr and jl, we

get

ρjr,jl
≥ ρjr,iρjl,i −

√

(1 − ρ2
jr,i)(1 − ρ2

jl,i
).

Using the ε-bounds derived above, we obtain:

P[ρjr,jl
≥ 1 − 4ε + 2ε2] ≥ (1 − γ)2 ∀ jr, jl.

Now, for each n, engagement might change and the feed will be C
ei(n)
i . As ei(n) ≤ k, users

in iŠs feed are chosen from the set of k users deĄned above and denoted by ¶j1, ..., jk♢.

Let us now deĄne δ = 4ε − 2ε2. For every δ > 0 and γ > 0, there is some ñ ∈ N
such that if n > ñ, the set of k users deĄned above veriĄes that if jr, jl ∈ ¶j1, ..., jk♢,

P[ρjr,jl
> 1 − δ] > 1 − γ (it is enough to choose ε accordingly). For each speciĄc ei(n),

such number of users will be selected. Hence, we have that for the ei(n) × ei(n) matrix
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A(n) deĄned as

A(n) := σ2











1 1 − δ . . . 1 − δ

1 − δ 1 . . . 1 − δ
...

...
. . .

...

1 − δ . . . 1 − δ 1











,

the probability of A(n) being element-wise lower or equal than the covariance matrix for

the users in C
ei(n)
i , Σ

C
ei(n)
i

, is precisely the probability that the off-diagonal elements of

A(n) are lower or equal than the corresponding off-diagonal elements of Σ
C

ei(n)
i

. Given

that A(n) is symmetric, we have that P[A(n) ≤ Σ
C

ei(n)
i

] ≥ (1 − γ)(ei(n)2−ei(n))/2. Now, we

need an auxiliary result:

Lemma A.2. In this particular case, and for each n ∈ N, A(n) ≤ Σ
C

ei(n)
i

implies

1Σ−1

C
ei(n)
i

1
t ≤ 1A

−1(n)1t.

Proof. Let us denote by bij the elements of the covariance matrix restricted to the users

selected by the closest algorithm for user i when platform size equals n, Σ
C

ei(n)
i

:

Σ
C

ei(n)
i

=














1 b12 b13 . . . b1ei

b12 1 b23 . . . b2ei

b13 b23 1 . . . b3ei

...
...

...
. . .

...

b1ei
b2ei

b3ei
. . . 1














.

Then, renaming the elements of A(n) as a = 1 − δ, we rewrite A(n) as

A(n) = σ2














1 a a . . . a

a 1 a . . . a

a a 1 . . . a
...

...
...

. . .
...

a a a . . . 1














,

with a = 1 − δ such that A(n) ≤ Σ
C

ei(n)
i

element-wise, as above. Now, we denote the

elements of the inverse matrices A−1(n) and Σ−1

C
ei(n)
i

as follows:

Σ−1
C

ei
i

(n)
=














b̄11 b̄12 b̄13 . . . b̄1ei

b̄12 b̄22 b̄23 . . . b̄2ei

b̄13 b̄23 b̄33 . . . b̄3ei

...
...

...
. . .

...

b̄1ei
b̄2ei

b̄3ei
. . . b̄eiei














,
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and

A−1(n) = α














1 ā ā . . . ā

ā 1 ā . . . ā

ā ā 1 . . . ā
...

...
...

. . .
...

ā ā ā . . . 1














.

Now, as Σ
C

ei(n)
i

Σ−1

C
ei(n)
i

= Id, b̄11 + b12b̄12 + b13b̄13 + ... + b1ei
b̄1ei

= 1. Moreover,

A ≤ Σ
C

ei(n)
i

implies that b̄11 + a
∑ei

j=2 b̄1j ≤ 1. On the other hand, as A(n)A−1(n) = Id,

α(1 + aā(ei(n) − 1)) = 1. Hence,

b̄11 + a

ei(n)
∑

j=2

b̄1j ≤ α(1 + aā(ei(n) − 1)), ∀ a ∈ (0, 1).

This inequality implies that the sum of the Ąrst row elements in Σ
C

ei(n)
i

is smaller than

that of the Ąrst row elements of A(n). Repeating this simple reasoning let us conclude

the lemma with the desired result: 1Σ−1

C
ei(n)
i

1
t ≤ 1A−1(n)1t. □

Therefore, with probability (1 − γ)(e2
i
(n)−ei(n))/2, it holds that

1Σ−1

C
ei(n)
i

1
t ≤ 1A−1(n)1t ⇒ 1

1A−1(n)1t
≤ 1

1Σ−1

C
ei(n)
i

1t
⇒ 1

1A−1(n)1t
≤ Var

[

θ♣θ
C

ei(n)
i

]

.

On the other hand, we have that Var[θ♣θ
C

ei(n)
i

] ≤ σ2 by construction (note that Var[θ♣θi] =

σ2 and additional information weakly reduces the posterior variance). Consequently, after

calculating 1A−1(n)1t = ei(n)
σ2(1+(ei(n)−1)(1−δ))

, we Ąnally get that, for every δ ∈ (0, 1), there

is some underlying ñ such that, if n > ñ, the following inequality

σ2(1 + (ei(n) − 1)(1 − δ))

ei(n)
≤ Var

[

θ♣θ
C

ei(n)
i

]

≤ σ2

holds with probability (1 − γ)(e2
i
(n)−ei(n))/2. Then, taking limits in the above expression

we obtain that plimn→∞

(

Var
[

θ♣θ
C

ei(n)
i

])

= σ2. □

Proof of Proposition 4.1

Proof. The result on learning follows from the direct comparison between Equation (4)

and Proposition 3.8. Next, let us Ąnd the necessary and sufficient condition for all users

in U preferring the closest algorithm. Just recall that when platform size grows large, the

closest algorithm yields expected utility (in equilibrium) λαEi[ei] − (1 − λ)σ2 because the
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loss in conformity converges to zero:

lim
n→∞

Ei






1

ei

∑

j∈C
ei
i

(θi − θj)
2♣θi, C




 = lim

n→∞
Ei




Ei






1

ei

∑

j∈C
ei
i

(θi − θj)
2♣ei, θi, C




 ♣θi, F






= lim
n→∞

Ei






1

ei

∑

j∈C
ei
i

Ei

[

(θi − θj)
2♣ei, θi, C

]

♣θi, F




 = lim

n→∞
Ei






σ2

ei

∑

j∈C
ei
i

(1 − ρ2
ij)♣θi, F




 = 0,

where we have used the Law of Iterated Expectations. Hence,

lim
n→∞

Ei [Ui(ei, mi, m−i, ai, C , θi, θ)] = λ αEi[ei] − (1 − λ)σ2,

and the reverse-chronological algorithm yields

lim
n→∞

Ei [Ui(ei, mi, m−i, ai, R, θi, θ)] =λ




αEi[ei] − (1 − β)Ei






σ2

ei

∑

j∈R
ei
i

(1 − ρ2
ij)♣θi, F











− (1 − λ)Ei

[

σ2

ei

]

.

Now, the expected utility derived by user i from the closest algorithm is greater or equal

than that derived from the reverse-chronological algorithm, in equilibrium and for a plat-

form size asymptotically large, if and only if

−(1 − λ)σ2 ≥ −λ(1 − β)Ei






σ2

ei

∑

j∈R
ei
i

(1 − ρ2
ij)♣θi, F




 − (1 − λ)Ei

[

σ2

ei

]

.

This condition is equivalent to

λ >
1 − Ei

[
1
ei

]

1 − Ei

[
1
ei

]

+ (1 − β)Ei

[
∑

j∈R
ei
i

(1−ρ2
ij

)

ei
♣θi, F

] ,

so that any λ that meets this condition for every user i ∈ U guarantees that C is preferred

over R. □

Proof of Proposition 4.2

Proof. The following proof consists of two parts. First, we will show that for large platform

sizes, conformity yields no loss under B, exactly as it does under C . Second, we will show

that, asymptotically, learning is perfect under B.

Let us deĄne k := min
{

k̃ ∈ N such that k̃ ≥ 1
(1−β)2 − γ

(1−γ)2

}

as in the proof of Propo-

sition 3.8 and follow a similar reasoning. For every ε, ν > 0 there exists a n̄ ∈ N such

that for every n > n̄, there is a set of k users such that P[ρij ≥ 1 − ε] ≥ 1 − γ for every

j = 1, ..., k. Moreover, for every δ, φ > 0, there exists a ñ ∈ N such that for every n > ñ

37



there is a user l such that P[ρil < δ − 1] ≥ 1 − φ. Let us now take n ≥ max¶n̄, ñ♢ and

deĄne, for any engagement ei, B
ei

i = ¶l, 1, ..., ei − 1♢, where users in ¶1, ..., ei − 1♢ are

taken from the pool of size k deĄned above. Then, we have that

plim
n→∞

ρij = 1 ∀ j ∈ ¶1, ..., k♢, and plim
n→∞

ρil = −1,

and expected conformity under the breaking-echo-chambers algorithm becomes, by using

the Law of Iterated Expectations,

Ei






1

ei






∑

j∈B
ei
i

(θi − θj)
2)




 ♣θi, B




 = Ei






1

ei






∑

j∈C
ei−1
i

(θi − θj)
2) + (θi − θl)

2




 ♣θi, B






= Ei






1

ei

∑

j∈C
ei−1
i

(θi − θj)
2♣θi, C




 + Ei

[
1

ei

(θi − θl)
2
]

= Ei






1

ei

∑

j∈C
ei−1
i

(1 − ρ2
ij)♣θi, C




 + Ei

[
1

ei

(1 − ρ2
il)

]

= Ei






1

ei

∑

j∈C
ei−1
i

(1 − ρ2
ij)♣θi, C




 ,

which converges to zero as n → ∞.

Finally let us show that B yields perfect learning asymptotically. When user i learns

user lŠs private signal, her precision matrix becomes

Σ−1
il =

1

σ4 − σ2
il




σ2 −σij

−σij σ2



 ,

and, consequently, the posterior variance of θ is

Var[θ♣θi, θl] =
1

1Σ−1
il 1t

=
σ4 − σ2

il

2(σ2 − σil)
,

which coverges to zero as σil converges to σ2 n → ∞. If user i learns more signals, her

posterior variance will weakly decrease. Hence, when she learns the signals in her feed

B
ei

i ,

Var[θ♣θi, θl] ≥ Var[θ♣θ
B

ei
i

] ≥ 0,

which implies that lim
n→∞

Var[θ♣θ
B

ei
i

] = 0 as we wanted to show. □

Proof of Proposition 5.1

Proof. The expected utility of user i under the closest algorithm when platform size grows

to n + 1, conditional on her information in the n-size platform, is
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Ei [Ui(ei, θi, θ−i, C (n + 1)) ♣ θi, C (n)] = λαEi[ei ♣ θi, C (n))]

− λ(1 − β)Ei






∑

j∈C
ei
i

(n+1)

(θi − θj)
2

ei

♣ θi, C (n)






− (1 − λ)Ei

[

Var[θ ♣ θC (n+1)] ♣ θi, C (n)
]

,

where we ahve denoted user iŠs feed for platform size n + 1 by C
ei

i (n + 1). Hence,

we can calculate the difference in expected utility when platform size grows to n + 1 as

Ei [Ui(ei, θi, θ−i, C (n + 1)) ♣ θi, C (n)] − Ei [Ui(ei, θi, θ−i, C (n)) ♣ θi, C (n)], which simpliĄes

to

− λ(1 − β)Ei






∑

j∈C
ei
i

(n+1)

(θi − θj)
2

ei

−
∑

j∈C
ei
i

(n)

(θi − θj)
2

ei

♣ C (n)






− (1 − λ)Ei

[

Var[θ ♣ θC (n+1)] − Var[θ ♣ θC (n)] ♣ θi, C (n)
]

. (9)

Let us call ∆ Varn
i := Ei

[

Var[θ ♣ θC (n+1)] − Var[θ ♣ θC (n)] ♣ θi, C (n)
]

. Then, when ∆ Varn
i ≤

0 (i.e., learning improves with platform size), utility increases for any λ > 0 if the expected

change in conformity is positive. However, when ∆ Varn
i > 0, expected utility increases

for user i only if λ ≥ λn
i , where

λn
i := − ∆ Varn

i

∆ Varn
i −Ei

[
∑

j∈C
ei
i

(n+1)
(θi−θj)2

ei
− ∑

j∈C
ei
i

(n)
(θi−θj)2

ei
♣ C (n)

] .

To complete the proof, we show that the expected conformity increases with platform

size and, then, λn
i ∈ [0, 1]. First, let us call ρik = minj∈Ci(n)k¶ρij♢. Then, note that under

the closest algorithm, any new user denoted n + 1 with a correlation ρi(n+1) < ρik will not

appear in the feed. In this case, both the change in expected conformity and the change

in expected variance are zero. This implies that, for any λ, the user is indifferent to the

size of the platform.

However, if ρi(n+1) ≥ ρik, such user n+1 would enter user iŠs feed and would be placed

between some users t and t + 1 satisfying ρit ≥ ρi(n+1) ≥ ρi(t+1) ≥ 0. In this scenario, the

difference in conformity in Equation (9) simpliĄes to

∑

j∈C
ei
i

(n+1)

(θi − θj)
2

ei

−
∑

j∈C
ei
i

(n)

(θi − θj)
2

ei

=
(θi − θn+1)2

ei

− (θi − θk)2

ei

,

as all other users are common in the feed. Recall that, in expectation,

Ei

[

(θi − θn+1)
2

ei

− (θi − θk)2

ei

♣ θi, Ci(n)

]

= Ei

[

σ2

ei

(

1 − ρ2
i(n+1) − 1 + ρ2

ik

)
]

= σ2
Ei

[
1

ei

] (

ρ2
ik − Ei

[

ρ2
i(n+1) ♣ θi, Ci(n)

])

.

If ρik is sufficiently large, the expected conformity increases relative to the n-user feed

due to the monotonic properties of the closest algorithm. From user iŠs perspective, the
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expected conformity increases if and only if Var
[

ρi(n+1)♣θi, Ci(n)
]

≥ ρ2
ik. Hence, there is

some ρ̄ < 0, deĄned as the negative square root of Var
[

ρi(n+1)♣θi, Ci(n)
]

such that user i

is indifferent, in expectation, between platform sizes n and n+1. Thus, whenever ρik ≥ ρ̄,

the expected conformity increases with n, and if λ > λn
i , user i experiences network effects

in the platform.

□

B Example
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Figure 3: Platform size n = 20.
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Figure 4: Platform-optimal feed.
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Figure 5: Reverse-chronological feed.
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Figure 6: User-optimal feed.

Here we present the feeds user 1 would observe in a platform of size n = 20 (Figure 3)

with similarity matrix Σ as displayed below. We Ąx parameters to α = 0.001, λ = 0.5
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and β = 0.2.

Platform-optimal feed. Displayed in Figure 4, it order users as 7, 10, 14, 13, 15,

19, 5, 17, 3, 9, 6, 16, 11, 8, 4, 12, 2, 20, 18, producing an expected engagement

(from the platformŠs point of view) of 8.14 that we approximate to 8.

User-optimal feed. Displayed in Figure 6, it is generated by an algorithm that max-

imizes user 1Šs expected utility. The order is 18, 7, 10, 14, 13, 15, 19, 17, 5, 3, 6,

11, 9, 16, 8, 4, 12, 2, 20 and induces expected engagement of 7.84, that we round

to 8. This algorithm swaps user 5 and user 18, which is the least correlated one to user

1. This is precisely what the breaking-echo-chambers algorithm would do, and then we

observe here how similar both of them are.

Reverse-chronological feed. Displayed in Figure 5, it is a random feed for user 1.

The order is given by 7, 5, 20, 15, 6, 16, 17, 18, 19, 10, 3, 11, 14, 8, 4, 2, 13, 9, 12.

Engagement is high in this realization (namely, 7.81) just because user 7 is at the top of

the feed. However, the utility provided by this algorithm is substantially lower than that

of the other algorithms.

Finally, let us examine how the user-optimal algorithm changes under the same pa-

rameter speciĄcation as λ varies. Naturally, when λ = 1, the user-optimal algorithm

aligns with the platform-optimal algorithm, but the two diverge progressively as the user

places greater emphasis on learning.

UserŠs utility maximizer feed

λ Feed Expected Engagement

0 1 18 20 7 10 14 13 15 19 17 3 5 11 6 8 9 16 4 2 12 7.716777

0.2 1 18 7 10 14 13 15 19 17 5 3 6 11 9 16 8 4 12 2 20 7.838447

0.4 1 7 10 14 13 15 19 17 5 3 6 11 9 16 8 4 12 2 20 18 8.135309

0.6 1 7 10 14 13 15 19 5 17 3 6 9 11 16 8 4 12 2 20 18 8.137124

0.8 1 7 10 14 13 15 19 5 17 3 9 6 16 11 8 4 12 2 20 18 8.137390
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Σ =



























































5 -0.288 0.099 -0.092 0.255 0.037 1.047 -0.085 0.051 0.775 -0.023 -0.261 0.651 0.689 0.386 0.009 0.118 -1.478 0.327 -0.483

-0.288 5 -0.007 -0.028 -0.021 -0.012 0.072 -0.022 -0.033 0.048 -0.005 -0.05 0.042 0.045 0.021 -0.033 0.006 -0.183 0.001 -0.086

0.099 -0.007 5 0.026 0.123 0.035 0.186 0.017 0.082 0.149 0.003 0.018 0.122 0.126 0.08 0.07 0.025 -0.099 0.1 0.02

-0.092 -0.028 0.026 5 0.071 0.017 0.165 -0.001 0.037 0.126 -0.001 -0.015 0.105 0.11 0.065 0.028 0.02 -0.167 0.068 -0.034

0.255 -0.021 0.123 0.071 5 0.097 0.521 0.046 0.224 0.415 0.008 0.047 0.339 0.353 0.223 0.19 0.07 -0.288 0.277 0.05

0.037 -0.012 0.035 0.017 0.097 5 0.163 0.011 0.061 0.128 0.002 0.007 0.105 0.11 0.068 0.052 0.021 -0.109 0.082 0.003

1.047 0.072 0.186 0.165 0.521 0.163 5 0.117 0.389 0.46 0.023 0.185 0.37 0.38 0.259 0.344 0.082 0.042 0.381 0.277

-0.085 -0.022 0.017 -0.001 0.046 0.011 0.117 5 0.022 0.089 -0.001 -0.014 0.074 0.078 0.045 0.016 0.014 -0.127 0.046 -0.03

0.051 -0.033 0.082 0.037 0.224 0.061 0.389 0.022 5 0.306 0.003 0.01 0.251 0.262 0.162 0.116 0.051 -0.277 0.191 -0.003

0.775 0.048 0.149 0.126 0.415 0.128 0.46 0.089 0.306 5 0.017 0.137 0.308 0.318 0.214 0.269 0.068 -0.01 0.308 0.202

-0.023 -0.005 0.003 -0.001 0.008 0.002 0.023 -0.001 0.003 0.017 5 -0.004 0.014 0.015 0.009 0.002 0.003 -0.028 0.008 -0.008

-0.261 -0.05 0.018 -0.015 0.047 0.007 0.185 -0.014 0.01 0.137 -0.004 5 0.115 0.122 0.069 0.003 0.021 -0.259 0.059 -0.084

0.651 0.042 0.122 0.105 0.339 0.105 0.37 0.074 0.251 0.308 0.014 0.115 5 0.256 0.173 0.222 0.055 0.004 0.251 0.171

0.689 0.045 0.126 0.11 0.353 0.11 0.38 0.078 0.262 0.318 0.015 0.122 0.256 5 0.178 0.232 0.057 0.013 0.26 0.181

0.386 0.021 0.08 0.065 0.223 0.068 0.259 0.045 0.162 0.214 0.009 0.069 0.173 0.178 5 0.142 0.038 -0.028 0.168 0.099

0.009 -0.033 0.07 0.028 0.19 0.052 0.344 0.016 0.116 0.269 0.002 0.003 0.222 0.232 0.142 5 0.044 -0.261 0.165 -0.013

0.118 0.006 0.025 0.02 0.07 0.021 0.082 0.014 0.051 0.068 0.003 0.021 0.055 0.057 0.038 0.044 5 -0.011 0.053 0.03

-1.478 -0.183 -0.099 -0.167 -0.288 -0.109 0.042 -0.127 -0.277 -0.01 -0.028 -0.259 0.004 0.013 -0.028 -0.261 -0.011 5 -0.148 -0.428

0.327 0.001 0.1 0.068 0.277 0.082 0.381 0.046 0.191 0.308 0.008 0.059 0.251 0.26 0.168 0.165 0.053 -0.148 5 0.077

-0.483 -0.086 0.02 -0.034 0.05 0.003 0.277 -0.03 -0.003 0.202 -0.008 -0.084 0.171 0.181 0.099 -0.013 0.03 -0.428 0.077 5
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